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ABSTRACT

Monensin (Rumensin®) was fed at doses of 0, 8, 16, or 24 ppm to 966 dairy cows in nine different geographical locations in the USA and Canada. A dose response analysis was conducted on the primary variable, milk production efficiency, to determine the most appropriate dose response function, establish a minimum effective dose, and, when possible, determine a maximum effective dose. Linear mixed models (SAS® Proc Mixed v6.12) were fit to the data. Linear contrasts comparing the non-zero doses of monensin to the control were done to initially determine a minimum effective dose from the 3 non-zero design points. In addition, eight pre-defined linear contrasts were used to initially determine the general linear-plateau shape of a dose response function for each primary variable. A weighted regression analysis of the least squares means and corresponding standard errors was used when it was necessary to discriminate between the competing linear-plateau functions. A non-overlapping confidence interval process was followed, if it was deemed appropriate, to establish a minimum effective dose for a non-design point. In cases where the dose response function had a plateau, the dose where the plateau began was classified as the “maximum effective dose” (minimum dose for maximum effect). In cases where the dose response function did not have a plateau, the maximum effective dose was the largest dose used in the study if the response rate was significant.
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1. INTRODUCTION

To evaluate the effect of monensin (Rumensin®) (Baile et al., 1982; Meinert et al., 1992; Isch et al., 1999; and Thomas et al., 2004) on lactating dairy cows, nine trials were conducted with six trials sites in the United States (Indiana, North Carolina, Michigan, New York, Florida, and California) and three trial sites in Canada (Ontario, Quebec, and Alberta). Nine hundred sixty-six Holstein dairy cows, including 357 primiparous and 609 multiparous cows, were initially enrolled. A randomized complete block design was used within site and parity. The blocking factors were the anticipated calving date, baseline body weight, and previous lactation milk yield. Within each block, treatments were randomly assigned to animals with treatments being different dose levels of monensin: 0, 8, 16, and 24 parts per million (ppm).
Data were collected for a total of 57 efficacy variables in the study. Among the 57 variables, 14 were primary variables; and the remaining 43 were secondary variables. The secondary variables were supportive to the primary variables. All the 57 efficacy variables were continuous in nature. Four primary variables were considered for the product label claim (label claim variables).

The purpose of this paper is to present a dose response analysis of the label claim variable, milk production efficiency (Salable 4.0% Solids Corrected Milk Production Efficiency for the Standardized Lactation Period), to determine the most appropriate dose response function, establish a minimum effective dose, and, when possible, determine a maximum effective dose.

2. STATISTICAL MODELS AND METHODS

Two linear mixed models based on restricted maximum likelihood (REML) estimation were used in the data analysis: one for repeated measures and the other for single observation per animal. The two models shared common between-subject fixed factors, a baseline covariate, parity, dose of monensin (0, 8, 16, and 24 ppm), and the parity by treatment interaction. The two models differed in the time related fixed and random factors.

2.1. Model I: Multiple Observations per Animal per Study Period

For Model I, the repeated measures fixed factor was time (or weeks). Model I is defined as follows:

\[ Y = X\beta + Z\nu + \epsilon, \]

where \( Y \) is the response variable, \( X\beta \) and \( Z\nu \) represent the fixed and random parts of the model, respectively, and \( \epsilon \) is the residual error term, with

\[ X\beta = \mu + \lambda_g \left( X_{ghij} - \bar{X}_g \right) + P_g + \tau_j + P\tau_{gj} + \alpha_k + P\alpha_{gk} + \tau\alpha_{jk} + P\tau\alpha_{gjk}, \]

and

\[ Z\nu = \gamma_h + \gamma\tau_{hj} + \gamma\beta_{ghi} + \nu_{ghij}. \]

In the model described above, \( g \) subscripts the parity, \( h \) the trial site, \( i \) the block level, \( j \) the treatment level, and \( k \) the weeks. \( X_{ghij} \) is the baseline value, used as the covariate, and \( \bar{X}_g \) is the parity-specific mean of the covariate. Construction of the covariate was dependent on the response variable in the analysis. A description of the model terms is as follows: \( \mu \) - common mean; \( \lambda_g \) - slope for regression on covariate; \( P_g \) - parity effect; \( \tau_j \) - treatment effect; \( P\tau_{gj} \) - parity
by treatment interaction; $\alpha_k$ - relative week effect; $P\alpha_{gk}$ - parity by week interaction; $\tau\alpha_{jk}$ - treatment by week interaction; $Pt\alpha_{gjk}$ - three-factor interaction; $\gamma_h$ - random trial site effect; $\gamma\tau_{hj}$ - site by treatment interaction; $\gamma\beta_{ghi}$ - block within site effect; and $\nu_{ghij}$ - random effect term for animal.

2.2. Model II: Single Observation per Animal per Study Period

The following statistical model was used for analysis of variables that were summarized to one value per animal for the study period under consideration.

$$Y = X\beta + Z\nu + \varepsilon,$$

where $Y$ is the response variable, $X\beta$ and $Z\nu$ represent the fixed and random parts of the model, respectively, and $\varepsilon$ is the residual error term, and

$$X\beta = \mu + \lambda_g (X_{ghij} - \bar{X}_g) + P_g + \tau_j + P\tau_{gj}, \text{ and}$$

$$Z\nu = \gamma_h + \gamma\tau_{hj} + \gamma\beta_{ghi}$$

The terms and subscripts for Model II are the same as described for Model I.

For all variables, a full model (either Model I or Model II) was firstly fit to test the significance of covariates and covariates by site interactions to determine the inclusion and exclusion of the covariates and interactions in the model. The significance of the interaction of Parity*TRT was used to determine whether the treatment comparison by parity was needed. The significance of the interaction of Site*TRT was used to determine an appropriate denominator degrees of freedom. For the primary variables, heterogeneity of parity and site was tested using Levene’s (1960) test to determine whether a weighted analysis was needed. Based on the above tests, a final model was then determined. Treatment contrasts were constructed and least-squares means and associated standard error were estimated in the final model for all variables.

For the label claim variables, a dose response analysis was performed. The rest of this paper will focus on the dose response analysis for the label claim variables. As an example, a dose response analysis will be discussed in detail for the claim variable “salable 4.0% solids corrected milk production efficiency for the standardized lactation period”.

3. DOSE RESPONSE ANALYSIS

Data from the nine trials for a label claim variable were pooled and analyzed using Model I or Model II to construct treatment contrasts, estimate the overall residual of the model, and estimate
least-squares means and associated standard errors for the treatment groups. A dose response analysis was further conducted to determine the most appropriate dose response function, establish a minimum effective dose, and determine a maximum effective dose.

3.1. Establishing a Dose Response Curve

A dose response function was established for the label claim variable. From the models that were fit to the data for the claim variable, linear contrasts were used to initially determine the general shape of the dose response function. Eight single degree of freedom contrasts were proposed before examining the data (Table 1). These contrasts included most of the shapes described by Anderson and Nelson (1975).

Table 1. Treatment Contrasts for Evaluation of Dose Response

<table>
<thead>
<tr>
<th>Treatment Contrasts</th>
<th>Monensin Dose (ppm)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>-3</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>-3</td>
<td>-3</td>
</tr>
<tr>
<td>3</td>
<td>-2</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>-9</td>
<td>-1</td>
</tr>
<tr>
<td>5</td>
<td>-3</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>7</td>
<td>-5</td>
<td>-1</td>
</tr>
<tr>
<td>8</td>
<td>-1</td>
<td>0</td>
</tr>
</tbody>
</table>

The contrast with the smallest p-value or largest t-statistic was considered the “best” description of the response for a particular claim variable.

When two or more treatment contrasts resulted in p-values of similar magnitude, further discrimination among the corresponding response functions was necessary. A weighted regression analysis of the least squares means and corresponding standard errors was then conducted to aid in the discrimination of the different response functions. The response variable was the treatment group least squares means and the weighting variable was the squared reciprocal of the corresponding standard errors, \((1/\text{stderr})^2\). The regression analysis of least squares means used concepts described by Anderson and Nelson (1975). However, the design matrices for the response functions for the claim variables were different than the matrices used by Anderson and Nelson. A variable TRT was designated to reflect the actual monensin doses (0, 8, 16, or 24 ppm), which implied a straight regression line. Two other variables, TRT2 and TRT_3, were used to modify the fit to various curves. A more detailed discussion of the design matrices will be given in the discussion that follows.
3.2. Establishing a Minimum Effective Dose

For each of the label claim variables, a mixed model analysis was conducted in which linear contrasts were used to compare the non-zero doses of monensin used in the study to the controls. Two-tailed tests were conducted for the linear contrasts and the significance level for the tests was 0.05. A minimum effective dose was established for each of the label claim variables by determining the lowest dose that was different (P < 0.05) from the controls. The establishing of a minimum effective dose using the linear contrast technique could only be used for the design points of the study.

In addition to the linear contrast process to establish a minimum effective dose for a design point, a non-overlapping confidence interval process was followed to establish a minimum effective dose for a non-design point for the four claim variables. The non-overlapping confidence interval process used a linear regression on the least squares means to generate estimates to be used in constructing the confidence limits. The generation of the 95% confidence limits was done using the following formula:

\[ X_0b \pm t_{(\nu,0.975)} \times s\sqrt{X_0(X'X)^{-1}X_0}, \]

The value \( X_0 \) is a 1 by 2 vector \((1, M)\), where \( M \) is a dose of monensin. The value \( b \) in the formula is a 2 by 1 vector containing the estimated intercept and slope from the regression line. The value of \( t_{(\nu,0.975)} \) is a two-tailed t-statistic with degrees of freedom, \( \nu \), and significance level, 0.95. The value of \( s \) is the square root of the mean square error from the regression and \( X \) is the model matrix used in the regression.

In using the non-overlapping confidence interval technique, 95% confidence intervals were constructed about each non-zero dose of monensin in the dose response range, with vector \( X_0 = (1,M) \), where \( M \) was a number greater than zero representing a dose of monensin. A 95% confidence interval was also constructed about the 0 dose, with vector \( X_0 = (1,0) \). Assuming the slope \( \beta > 0 \), the minimum effective dose for each claim variable was defined as the lowest dose (M) in which lower limit (upper limit if slope \( \beta < 0 \)) of its 95% confidence interval did not overlap with the upper limit (lower limit if slope \( \beta < 0 \)) of the 95% confidence interval for the 0 dose.

To preserve the results from the mixed model and satisfy the assumptions of the simple regression, a hybrid approach to the non-overlapping confidence interval technique was taken for all four claim variables.

The hybrid approach utilized the model fit from the weighted regression to determine \( b \) in the above formula, but utilized variance components from the mixed model to determine \( s \) in the above formula. For each of the four claim variables, the Site by Treatment variance component...
was estimated as zero, and therefore, was not included in the variance for the non-overlapping confidence interval technique. The square root of the mean square error (MSE) was determined from the mixed model analysis, and used for s in the above formula. The X’X matrix was calculated based on the actual treatment group sample sizes from the mixed model analysis. See details in the following sections.

3.3. Establishing a Maximum Effective Dose

For each claim variable, the “best” response function was determined from the eight pre-defined linear contrasts in conjunction with a weighted regression analysis. In those cases where the dose response function had a plateau, the dose where the plateau began was classified as the “maximum effective dose” (minimum dose for maximum effect). In cases where the dose response function did not have a plateau, the maximum effective dose was the largest dose used in the study.

4. A CASE STUDY: MILK PRODUCTION EFFICIENCY

4.1. Establishing a Dose Response Curve

A linear mixed model (Model II) was used to analyze the label claim variable “salable 4.0% solids corrected milk production efficiency for the standardized lactation period”. The variable name “salable 4.0% solids corrected milk production efficiency for the standardized lactation period” is referred to as “milk production efficiency” throughout the remainder of this paper. The mean efficiencies increased approximately linearly with increasing doses of monensin. Among the eight competing treatment contrasts testing various shapes of dose response curves, three contrasts were candidates based on the criteria selected: linear from control (t = 3.73, P =0.0002), changing slopes II (t = 3.62, P =0.0003), and linear from 8 ppm (t = 3.62, P = 0.0003).

To further discriminate among these three dose response shapes, weighted least squares regressions of the treatment group least squares means on the monensin doses were conducted.

In the changing slopes II model, one slope was fit for doses between 0 and 8 ppm, and a different slope was fit for doses between 8 and 24 ppm. In the linear from 8 ppm model, a slope of zero was imposed for doses between 0 and 8 ppm, and a non-zero slope was fit for doses between 8 and 24 ppm. A linear from control model was fit with a single slope for doses from 0 to 24 ppm. These models were fit using SAS Proc REG after defining the following SAS variables (design matrix):

<table>
<thead>
<tr>
<th>TRT</th>
<th>TRT2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>0</td>
</tr>
</tbody>
</table>
The procedure REG was invoked with the following SAS code:

```sas
PROC REG DATA = SCMEF;
MODEL LSMEAN = TRT TRT2/P;
WEIGHT WGT;
PROP8: TEST TRT - TRT2 = 0;
RUN;
```

The model in the above codes was expressed as a linear regression equation:

\[ E(Y) = \alpha + \beta_1 \times TRT + \beta_2 \times TRT^2 \]

Substituting the values defined in the design matrix for the variables TRT and TRT2, expected means were obtained:

- \( E(Y_0) = \alpha + 8\beta_2 \)
- \( E(Y_8) = \alpha + 8\beta \)
- \( E(Y_{16}) = \alpha + 16\beta \)
- \( E(Y_{24}) = \alpha + 24\beta \)

If \( \beta_2 = 0 \), the dose response becomes a linear from 0 ppm model. If \( \beta_2 \neq 0 \) and \( \beta_2 = \beta \), the dose response becomes a linear from 8 ppm model. Finally, if \( \beta_2 \neq 0 \) and \( \beta_2 \neq \beta \), the dose response is a changing slopes II model.

Testing whether the coefficient associated with TRT2 was zero or not determined whether the dose response was a linear from control model or one of the other two models. The p-value for \( \beta_2 \) was 0.1433, indicating a zero coefficient associated with TRT2. Therefore, the linear from control model was not rejected. Since \( \beta_2 = 0 \) was not rejected, no further test was needed. Thus, neither changing slopes II model nor linear from 8 ppm model was superior to the linear from control model. It was concluded that the best model describing the effect of monensin dose on milk production efficiency was linear from control.

The linear from control model was fit using the SAS procedure REG after defining the following SAS variable:

<table>
<thead>
<tr>
<th>TRT</th>
<th>0</th>
<th>8</th>
<th>16</th>
<th>24</th>
</tr>
</thead>
</table>

The procedure REG was invoked with the following SAS code:

```sas
PROC REG DATA = SCMEF;
MODEL LSMEAN = TRT/P;
WEIGHT WGT;
RUN;
```

The linear from control model (Figure 1) is represented by the following simple linear regression, including the parameter estimates for the slope and intercept:

\[ E(Y) = 0.8211 + (0.0014)M, \]

where M in place of TRT represents the dose of monensin (ppm) and E(Y) the mean for milk production efficiency associated with M.

### 4.2. Establishing a Minimum Effective Dose

Treatment comparisons in the mixed model analysis (Model II) revealed that 16 and 24 ppm groups were different from control (\( P \leq 0.0231 \)). This defined the minimum effective dose of 16 ppm as a design dose point. However, it is necessary to determine if a non-design dose point existed that could be classified as a minimum effective dose. A non-overlapping confidence interval technique was conducted to identify the minimum effective dose of monensin at a non-designed dose level.

Upon conducting a mixed model analysis (Model II) for the individual animal milk production efficiency data, the square root of the mean square error was determined, \( (0.0078) \), as the most appropriate values to be used in the formula for the 95% confidence limit. The degrees of freedom associated with the mean square error from Model II (807) were used to determine the value of the t-statistic (1.96). The \( X'X \) matrix was calculated based on the actual treatment group sample sizes from the mixed model analysis of milk production efficiency (200, 204, 211, and 200 animals for the 0, 8, 16, and 24 ppm groups, respectively). The intercept and slope used in the calculation of the confidence intervals were those estimated from the regression on the least squares means. The following equations were used to calculate 95% confidence intervals for the mean milk production efficiency at a dose of monensin equal to M:

\[
(1, M) \begin{pmatrix} 0.8211 \\ 0.0014 \end{pmatrix} \pm 1.96 \times \sqrt{0.0078 \times (1, M) \begin{pmatrix} 815 & 9808 \\ 9808 & 182272 \end{pmatrix}^{-1} \begin{pmatrix} 1 \\ M \end{pmatrix}}
\]

when \( 0 \leq M \leq 24 \).
The upper limit of the confidence interval for 0 ppm was 0.8312 kg/Mcal. The lower limits of the confidence intervals for 11, 12, and 13 ppm were 0.8300, 0.8314, and 0.8327 respectively. The first non-zero dose for which the lower confidence limit did not overlap with the upper confidence limit of the control was 12 ppm. Upon examining Figure 1, it can be seen that the horizontal line across the graph at the upper limit of the confidence interval for the 0 ppm group intersects the plot of the lower confidence interval at about 12 ppm. Therefore, according to the non-overlapping confidence interval technique, the minimum effective dose of monensin was calculated to be 12 ppm.

4.3. Establishing a Maximum Effective Dose

Since the most appropriate model for the data was a linear from control model, the maximum effective dose was the largest design point, 24 ppm.

![Graph showing linear model with confidence intervals]

**Figure 1. Milk Production Efficiency**
4.4. Summary

Milk production efficiency increased linearly with increasing doses of monensin throughout the entire dose range of 0 to 24 ppm at a rate of 1.4 g of salable 4.0% solids corrected milk per Mcal of NE₃ intake per ppm of monensin. Data from the clinical field trials supported that monensin fed in the range of 12 to 24 ppm increases (P \leq 0.05) milk production efficiency.
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