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INTRODUCTION TO BAYESIAN QUANTITATIVE TRAIT

LOCUS ANALYSIS FOR POLYPLOIDS

Dachuang Cao1, Bruce A. Craig1, & R.W. Doerge1,2

1Department of Statistics, Purdue University, West Lafayette, IN 47907
2Department of Agronomy, Purdue University, West Lafayette, IN 47907

Abstract

Quantitative Trait Locus (QTL) mapping in polyploids is complicated by the un-
observable parental QTL configuration, especially the number of copies (dosage) of
the QTL. Existing techniques estimate the parental QTL configuration using a pro-
file likelihood approach and do not address the uncertainty in the estimates. In this
paper, a Bayesian method is proposed to jointly model the parameters including the
parental QTL configuration, QTL location, and QTL effects. Inference for parameters
is obtained by integrating the posterior distribution of the parameters via a Markov
chain Monte Carlo (MCMC) sampler, which is a hybrid of the Metropolis-Hastings,
Gibbs, and reversible jump samplers. Here, because the size of the parameter space
varies for different parental QTL dosages, the reversible jump is utilized in order to
allow the sampler to move between parameter spaces with different dimensionalities.
Additional advantage of this Bayesian technique resides in its flexibility to incorporate
prior information and treat missing data augmented. As an example, our method is
applied to alfalfa experimental data to identify QTL related to winter hardiness.

Key words: Polyploid, Bayesian QTL mapping
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1 Introduction

Quantitative Trait Locus (QTL) mapping detects genomic regions which are associated with
the variation of an inheritable quantitative trait of interest. Many advanced QTL mapping
methods have been developed for diploid species, which contain two complete chromosome
sets in one cell. A complete review of these statistical methods can be found in Doerge (2002).
A polyploid has more than two complete chromosome sets, and the number of chromosome
sets is called ploidy level (K). QTL mapping for polyploids is much less advanced due to
the complications in statistical modeling induced by the complex genetic structure of a poly-
ploid. More specifically, a polyploid may undergo either bivalent pairing (two homologues
pair) or multivalent pairing (more than two homologues pair) (Rieseberg and Doyle 1989).
Furthermore, with polyploids, the number of alleles for each locus, how many copies for each
allele, and the linkage phase between loci in the parents can not be completely observed.
Due to this incomplete information, there are multiple possible parental configurations from
which the same set of observed data can be generated, and thus follow multiple possible
statistical models.

Existing QTL mapping methods for polyploids identify the underlying parental con-
figuration and locate putative QTL by selecting the model which optimizes or maximizes
certain criterion, such as the one providing the maximal test statistic among all the possible
models (Doerge and Craig 2000; Hackett et al. 2001; Cao et al. 2003). These studies have
demonstrated the performance of the QTL mapping method depends on how informative
the underlying parental configuration is and how distinct it is from other possible parental
configurations. Also, different parental configurations may result in different parameter esti-
mates, such as the QTL location and effects. If the underlying parental configuration is not
very informative, the underlying parental configuration may not be the one that provides
the maximal test statistic among all the possible models, although its maximal test statistic
may be close to the global maximum. Therefore, besides identifying the most likely parental
configuration, one would also like to know how confident one is in claiming the identified
configuration is the correct configuration; also whether there are other configurations with
high probability besides the most likely one. One way to answer this question is to estimate
the probability of the identified model (and the other possible models) given the observed
data using a Bayesian approach (Bayes 1783).

In this paper, it is assumed that the polyploid of interest performs random bivalent pair-
ing (equally likely to pair with each homologue), and only dominant markers are available.
In practice, a co-dominant marker system often provides more information on the parental
configuration than a dominant marker system, but it still cannot remove the problem of
incomplete information in parental configuration. However, co-dominant markers available
for autopolyploids are relatively rare, and dominant markers have the advantages of being
both rich in polyploids and easily scoreable. Also the method presented in this paper can be
readily intended to co-dominant markers. Therefore, this paper will be presented based on
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dominant markers under a pseudo-doubled backcross experiment (Doerge and Craig 2000)
or pseudo-testcross experiment (Grattapaglia and Sederoff 1994; Brouwer and Osborn 1999).
Thus, each locus will be assumed to be biallelic.

2 Method

In a pseudo-doubled backcross experiment, the experimental data are collected on F1 progeny,
the first generation. The F1 progeny are obtained by crossing an informative parent P1 and
a non-informative parent P2 under the assumption that the informative parent has at least
one, and at most, half the ploidy dose of the dominant allele at each locus, and that the
non-informative parent only contains recessive allele at each locus. The non-informative
parental can be produced by doubling the half non-informative chromosomes in the infor-
mative parent, thus the name of pseudo-doubled backcross experiment. An example of a
pseudo-doubled backcross experiment for a tetraploid with two markers is shown in Figure
1. In what follows, for each locus the upper case is used to denote both the locus name and
its dominant allele, and the lower case stands for the recessive allele (e.g., A and a). The
dosage of a locus means the dosage of the dominant allele at that locus. When a marker is
present in an individual, at least one dose of the dominant allele for that marker is observed.

Under a pseudo-doubled backcross experiment, the parental configuration will stand for
the configuration of the informative parent , since the non-informative parent only contains
recessive alleles. Let C denote the (informative) parental configuration, C = (M,Q), where
M is the parental marker configuration, and Q is the parental QTL configuration. Take a
tetraploid with two marker loci A and B, and one QTL locus Q as an example. To simplify
the notation, the parental QTL configuration and QTL locus are both represented by Q, and
the meaning of Q will be explained if confusion could occur. Given that one only knows that
both markers are present in the informative parent, there are five possible parental marker
configurations; and similarly, given that the QTL is present, there are three possible parental
QTL configurations (Figure 2).

Let n denote the number of progeny, nm denote the number of markers, and K the
ploidy level. The observable data are the progeny marker presence/absence data I =
(I1, I2, · · · , In), and the progeny quantitative trait data y = (y1, y2, · · · , yn), where I i =
(Ii1, Ii2, · · · , Ii,nm) with Iih = 1 meaning the hth marker is present for the ith individual, and 0
otherwise; and yi is the observed quantitative trait value for the ith individual. Assume a ge-
netic map for a polyploid is given, and provides estimated marker order λ, marker recombina-
tion fractions r, and parental marker configuration M . In what follows, ζ = (ζ1, ζ2, ..., ζnm−1)
will be used to represent marker locations in the genetic map, where ζh stands for the ge-
netic distance between the the h + 1th marker and the first marker. The proposed Bayesian
QTL mapping method for polyploids is to jointly model the parental QTL configuration Q,
QTL location η, and QTL effects given the observable data. It is assumed that the QTL
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effect is a function of its dosage. Let D denote the parental QTL dosage corresponding to
the parental QTL configuration Q. The quantitative trait Y has a normal distribution with
mean µj, and variance σ2

j for the progeny having a QTL dosage of j, (i.e., j copies of the
QTL), j = 0, 1, · · · , D. The vector θ = (µ,σ) will be used to denote the set of QTL effect
parameters.

In the proposed Bayesian method, the statistical inference of the parameters is based
on their joint posterior distribution, which is proportional to the product of the likelihood
function and the prior distribution of the parameters. The posterior distribution reflects the
updated beliefs about the parameters combining prior beliefs about the parameters with the
information on the parameters contained in the likelihood function. In the setting of QTL
mapping, usually there is no prior information on the parental QTL configuration Q, one
can then assume all the possible QTL configurations are equally likely. Let all the possible
parental QTL configurations be indexed from 1 to QT , where QT is the total number of
parental QTL configurations. Then the parental QTL configuration Q admits a discrete
uniform distribution on {1, 2, · · · , QT}. Similarly, without prior knowledge regarding the
location of the QTL, a uniform distribution for η in the interval (0, ζnm−1) is a natural
choice for the prior distribution of η, where ζnm−1 denotes the genetic distance between
the nM

th marker and the first marker in the linkage group. Furthermore, it is assumed
that µj ∼ N(ξj, τ

2
j ) and σ−2

j ∼ Gamma(αj, βj), where ξ = (ξ0, · · · , ξnd
), τ = (τ0, · · · , τnd

),
α = (α0, · · · , αnd

), and β = (β0, · · · , βnd
) are prespecified hyper parameters.

The prior distributions for the Bayesian model are summarized below,

Q ∼ Discrete Uniform on {1, 2, · · · , QT}, (1)

η ∼ U(0, ζnm−1), (2)

µj|ξj, τ
2
j ∼ N(ξj, τ

2
j ), (3)

σ−2
j |αj, βj ∼ Gamma(αj, βj), (4)

i.e.,

p(Q = q) =
1

QT

,

p(η) = I(0 < η < ζnm−1)/ζnm−1,

p(µj|ξj, τ
2
j ) =

1√
2πτj

exp

{
−1

2

(
µj − ξj

τj

)2
}

,

p(σ−2
j |αj, βj) =

β
αj

j xαj−1 exp{−βjσ
−2
j }

Γ(αj)
I(σ−2

j > 0).
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The likelihood of the parameters θ = (µ,σ), Q, and η from the ith individual is given by

p(yi, I i,M, ζ|θ, Q, η) =

K/2∏
j=0

p(yi,Zi = j|I i,M,Q, ζ)

=

K/2∑
j=0

p(yi|Zi = j, µj, σj)p(Zi = j|I i,M,Q, η, ζ),

where Zi = (Zi0, Zi1, · · · , Zi,K/2) is the indicator vector of QTL dosage for the ith individual
(i.e., if Zij = 1, then the ith individual has QTL dosage j, which is written as Zj = j); and
yi|Zi, µZ i

, σZ i
∼ N(µZ i

, σ2

Z i
). Assuming the quantitative trait data y are independent

observations, the likelihood from all the n individuals becomes

p(y, I,M, ζ|θ, Q, η) =
n∏

i=1

K/2∑
j=0

p(yi|Zi = j, µj, σ
2
j )p(Zi = j|I i,M,Q, η, ζ). (5)

With data augmentation of the unobservable progeny QTL dosages Z, the likelihood of θ,
η, Q, and Z is then

p(y, I,M, ζ|θ, Q, η,Z)

= p(y|Z,µ,σ)p(Z|I,M,Q, η, ζ)

=
n∏

i=1

K/2∏
j=0

[p(yi|Zi = j, µj, σj)p(Zi = j|I i,M,Q, η, ζ)]Zij . (6)

Assume the prior distributions are independent. With the notation for conditioning on
the parental marker configuration M and ζ suppressed, the joint posterior distribution of
(Q, η,µ,σ), and augmented data Z (progeny QTL dosages) is given by

p(Q, η,µ,σ,Z|y, I)

∝ p(y|Z,µ,σ)p(Z|I, Q, η)p(Q, η,µ,σ)

=

[
n∏

i=1

p(yi|Zi,µ,σ)p(Zi|I i, Q, η)

]
p(Q, η,µ,σ)

=

[
n∏

i=1

p(yi|Zi,µ,σ)p(Zi|I i, Q, η)

]
p(Q)p(η)p(µ)p(σ)

∝ I(0 < η < ζnm−1)

QT ζnm−1

K/2∏
j=0

exp

{
−1

2

(
µj−ξj

τj

)2
}

√
2πτj

K/2∏
j=0

β
αj

j σ
−2(1+αj)
j exp{− βj

σ2
j
}

Γ(αj)

n∏
i=1

K/2∏
j=0

[
P (Zij = 1|η, I)

1√
2πσj

exp

{
−1

2

(
yi − µj

σj

)2
}]Zij

. (7)
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Since the posterior distribution lives in a high-dimensional product space, a MCMC sampler
(Gilks et al. 1996) is designed to sample from this space for Bayesian statistical inference.
First the chain is started at an arbitrary point (Q0, η0,µ0,σ0,Z0). Then the five unknowns
Q, η,µ,σ, and Z are updated to yield (Q1, η1,µ1,σ1,Z1). Repeat this N times. A MCMC
sample of size N , {(Qt, ηt,µt,σt,Zt)}N

t=0, can then be obtained by repeating the iteration
N times.

At each step, the five unknowns can be updated sequentially or randomly using a hybrid
sampler of the Metropolis-Hastings (Metropolis et al. 1953; Hastings 1970) and Gibbs sam-
plers (Geman and Geman 1984). More specifically, with conjugate priors specified, Gibbs
sampler can be used to update µ, σ, and the progeny QTL dosage Z using their marginal
posterior distributions (or full conditionals). The other parameters (i.e., the parental QTL
configuration Q and the QTL position η) can be updated using the Metropolis method.
However simulation shows the chain converges quickly if the parental QTL configuration is
fixed, but when the chain is allowed to visit different parental QTL configurations, it mixes
slowly in the parameter space. The slow mixing is caused by a varying dimensionality of
the sampling space as the parental QTL dosage changes. For example, suppose the current
parental QTL dosage is d, µ and σ are d + 1 dimensional. Since all the progeny could have
at most d doses of QTL, the current µ, σ, and Z do not provide information concerning
µd+1 and σd+1. Therefore, it is very unlikely for the chain to accept a proposed move to a
higher QTL dosage d+1. A reversible jump (Green 1995; Richardson and Green 1997) then
needs to be incorporated into the MCMC sample in order to improve the mixing efficiency
of the chain when it moves between QTL configurations with different QTL dosages.

To differentiate parameter spaces with different dimensions, parental configurations are
classified into groups according to the parental QTL dosage level D. For example, for a
tetraploid, two configurations with one dose of the QTL {Qq, qQ} form one group, and one
configuration with two doses of the QTL forms another group {QQ}. The corresponding
QTL configuration indices for the two groups are {1, 2}, and {3}, respectively. Without
any prior information, the prior distribution for parental QTL dosage D can be taken to be
proportional to the group size. In the case of a tetraploid under a pseudo-doubled backcross
experiment,

p(D = d) =

{
2/3 if d = 1,
1/3 if d = 2.

Given a parental QTL dosage D = d, the parental QTL configuration Q is randomly selected
from the set of parental QTL configurations, which have d doses of the QTL. For a tetraploid,
the sampling distribution of Q is

p(Q = q|D = d)
4
= p(q|d) =

{
0.5 if d = 1 and q = 1 or 2,
1 if d = 2 and q = 3.

The unconditional prior for QTL configuration is still discrete uniform.

At any stage, the model comprises the following parameters: parental QTL dosage
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D = d and configuration Q = q, progeny QTL dosages Z, QTL position η, mean µ =
(µ0, µ1, · · · , µd), and variance σ = (σ0, σ1, · · · , σd). Assume the current state is s = (d, q,θ =
(µ,σ),u,Z), and the proposed state is s∗ = (d∗, q∗,θ∗ = (µ∗,σ∗),u∗,Z∗), where u and u∗

are used to match the dimensionality of the two parameter spaces associated with s and s∗.
To achieve a higher acceptance rate, the parental QTL dosage is allowed to change only by
one. If d is equal to 1, then d∗ could remain 1 or increase by 1; or if d is equal to K/2, then
d∗ remains K/2 or decrease by 1; otherwise, d∗ could be any one of the following d − 1, d,
or d + 1. The proposal distribution of the parental QTL dosage is denoted by p(d → d∗),

p(d → d∗) =




0.5 if d∗ = d and d = 1 or K/2,
0.5 if d∗ = d + 1 and d = 1,
0.5 if d∗ = d− 1 and d = K/2,
1/3 if d∗ ∈ {d, d− 1, d + 1} and 1 < d < K/2.

To implement this MCMC sampler, four possible move types are proposed, where the
split and merge steps are typical move types for the reversible jump MCMC (Richardson
and Green 1997). Due to the limitation of space, the technical details of the steps will not
be presented here, but are referred to Cao (2004).

1. Split – The parental QTL dosage is proposed to increase by one (i.e., propose d∗ =
d + 1). A parental QTL configuration q∗ is randomly selected from the corresponding
parental QTL configuration group. And component means µ∗, variances σ2∗ of the
mixture distribution, as well as the progeny QTL dosages Z∗ are proposed.

2. Merge – The parental QTL dosage is proposed to decrease by one (i.e., propose d∗ =
d− 1). A parental QTL configuration q∗ is randomly selected from the corresponding
parental QTL configuration group. And component means µ∗, variances σ2∗ of the
mixture distribution, as well as the progeny QTL dosages Z∗ are proposed.

3. Shift – The parental QTL dosage remains the same (i.e., propose d∗ = d). A parental
QTL configuration q∗ is randomly selected from same QTL configuration group. And
component means µ∗, variances σ2∗ of the mixture distribution, as well as the progeny
QTL dosages Z∗ are proposed.

4. Update the QTL location η.

3 Data Analysis

The proposed Bayesian polyploid QTL mapping method is employed to identify the putative
QTL associated with winter hardiness for tetraploid alfalfa (Brouwer and Osborn 1999;
Brouwer et al. 2000). Alfalfa is a tetraploid (K = 4) that undergoes bivalent random pairing
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(Bingham and McCoy 1988; Cao et al. 2004). Two genotypes, B17 and P13, representing
the extremes for each trait are crossed, and a single F1 plant is crossed to each parent to
create two populations of 101 individuals each. Each population was scored for 82 single-dose
restriction fragment (SDRF) loci. The composite map and the original analysis of the trait
data and marker data can be found in Brouwer et al. (1999, 2000). Based on the genetic map,
seven linkage groups are identified and corresponded to seven out of the eight chromosomes.
Because only B17 markers are considered for the P13 x F1 backcross population, and similarly
only P13 markers for the B17 x F1 backcross, each backcross population is equivalent to a
pseudo-doubled backcross population.

In the experiment, multiple quantitative traits were measured as related traits of the
complex trait winter hardiness. The quantitative trait fall growth, measured by height of
vertical regrowth in centimeters early October 1995, of the B17 backcross population is
chosen for analysis to demonstrate the proposed Bayesian method, and this trait will be
referred to as FG95. The proposed Bayesian method is applied to one interval at a time.
In each interval, a MCMC sampler of 100, 000 cycles is run and is sampled every 10 cycles,
with 10, 000 initial burn-in. This working set of 10, 000 states is then used to estimate the
posterior quantities.

In each interval, let {s(t) = (Q(t), η(t),µ(t),σ(t),Z(t))}N
t=1, N = 10, 000 denote the 10, 000

MCMC sample. The marginal posterior distribution of the QTL location, η, can be esti-
mated from {η(t)}N

t=1. This way, the {η(t)}N
t=1 are treated as if they are sampled from the

same distribution. However, considering the fact that these sample points are actually from
different parental QTL configurations (i.e., Qq, qQ, and QQ), and the distribution of η may
be different for different underlying parental configurations, the marginal distribution of the
QTL location η is estimated conditioning on the underlying parental QTL configuration.
Therefore, in each interval, three density curves are estimated for the three possible parental
QTL configurations Qq, qQ, QQ (Figure 3-(a)). The total area under the three curves is
one. The estimated interval-wise posterior probability for each parental QTL configuration
is shown in Figure 3-(b), where the height of the bar under the index of a parental QTL
configuration (i.e., 1 = Qq, 2 = qQ, 3 = QQ) represents the magnitude of the corresponding
posterior probability .

If the QTL is located in an interval, the vicinity of the QTL location will be visited
more frequently than the other area. On the other hand, if there is no QTL in this inter-
val, all the locations within the interval are equally likely to be visited. As a result, the
posterior distribution of the QTL location in this interval should be uniform. Therefore,
the putative QTL can be identified by locating the peaks in the posterior distribution of
the QTL location within each interval. Furthermore, the Kolmorogov goodness-of-fit test
can be used to measure the deviation between the estimated posterior distribution with a
uniform distribution. Let the significance level be α = 0.05, then the Bonferroni correction is
αB = 0.05/47 = 0.0011 with forty-seven intervals in the genome. For the quantitative trait
fall growth measured in 1995 (FG95), six peaks under the parental QTL configuration QQ
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are selected based on the Bonferroni correction, which are in the first interval on chromosome
1, the sixth interval on chromosome 2, the third, fifth, and seventh interval on chromosome
5, and the first interval on chromosome 7. Similarly, for the quantitative trait fall growth
measured in 1996 (FG96), three peaks under parental QTL configuration QQ are selected,
which are in the first interval on chromosome 1, and the first and the fourth interval on
chromosome 7.

For each peak, one can examine the posterior probability of the associated parental QTL
configuration and estimate the QTL location and effects using the corresponding MCMC
sample. Let us illustrate this using the peak under the parental QTL configuration QQ
in the first interval on chromosome 1 for the quantitative trait fall growth measured in
1995 (FG95) (Figure 3). Among the 10, 000 recorded MCMC sample points in this interval,
the parental configuration QQ is visited 9995 times, which yields an estimated posterior
probability of QQ being 0.9995. Based on the 9, 995 sample points of the relative QTL
location, the the posterior mode is 0.86, then given the length of this interval 0.348M, the
estimate QTL location is η̂ = 0.859×0.358 = 0.308M. With the corresponding 9, 995 MCMC
sample points of µ and σ, the posterior modes of these two vectors are µ̂ = (12.9, 21.5, 26.4)
and σ̂ = (2.9, 2.2, 1.1), which are taken as the Bayesian estimates. The estimated putative
QTL positions and effects corresponding to the peaks selected for the quantitative trait fall
growth measured in 1995 (FG95) are listed in Table 1.

4 Summary

Due to the complex nature of the posterior distribution for QTL mapping for polyploids, a
hybrid MCMC sampler consisting of the reversible jump MCMC sampler, the MH sampler,
and the Gibbs sampler has been employed to sample from the posterior distribution for
Bayesian statistical inference. The approach taken to analyze the experimental alfalfa data
(Brouwer et al. 2000) is to apply the MCMC sampler locally to each interval on the genetic
map. Posterior distributions of the parental QTL configuration, QTL location, and QTL
effects are then obtained based on the MCMC sample. This approach has shown to be
effective in analyzing the experimental alfalfa data.

Just as the parental QTL configuration plays its role in affecting the estimated QTL
location and effects, parental marker configuration and intermarker recombination fractions
are also important factors that need to be considered when the accuracy of the final QTL
mapping results are assessed. Taking a Bayesian approach allows one to model the uncer-
tainty in the estimated genetic map, and to incorporate this uncertainty into the framework
of QTL mapping. Here, the Bayesian QTL mapping approach for polyploids is presented
based on the assumption that a specific estimated genetic map is given, which provides an
estimated marker order, intermarker genetic distances, and the associated estimated parental
marker configuration. Building a Bayesian model for genetic map estimation will be future
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work with the final goal being a combination of these two pieces in assessing the accuracy
of the estimated QTL location as well QTL effects.

Acknowledgment We thank Dr. Tom Osborn for providing the data set.
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Figure 1: A pseudo-doubled backcross experiment for a tetraploid with two loci. Each locus
is assumed to be biallelic: A/a and B/b, where A and a denote two alleles of the first locus
and A is the dominant allele, and similarly for B and b. P1 is the informative parent with
two dose of each dominant allele. P2 is the non-informative doubled-haploid produced by
doubling a haploid of P1, which only contains recessive alleles.
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Figure 2: (a) Parental marker configuration for a tetraploid under a pseudo-doubled back-
cross experiment with two marker loci A/a and B/b. (b) Parental QTL configuration for a
tetraploid under a pseudo-doubled backcross experiment with one QTL locus Q/q.
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Figure 3: (a). Interval-wise posterior density of the relative location of the QTL affecting
alfalfa fall growth measured in 1995 (FG95). The vertical bars separate the linkage groups.
(b). Estimated marginal posterior distribution of the parental QTL configuration for alfalfa
fall growth (FG) measured in 1995. The numbers denote the binary score of the parental
QTL configurations: 1 = Qq, 2 = qQ, 3 = QQ. In both plots, each interval on the genome
is expressed by an [0, 1] interval, and the actual position of the QTL is the product of the
relative position and the total length of the corresponding interval.
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Table 1: Estimated locations and effects of QTL associated with fall growth measured in
1995 (FG95) for tetraploid alfalfa using the Bayesian method.

Year aCh bPos cQconfig(dProb) eµ̂ f σ̂ gp-value
95 1 30.8 QQ (0.99) 12.9,21.5,26.4 2.9,2.2,1.1 0.0007

2 62.0 QQ (0.98) 12.3,22.4,21.4 4.5,2.5,2.3 0.0006
5 35.7 QQ (0.99) 11.3,21.9,21.6 2.0,3.0,1.4 0.0002
5 48.0 QQ (0.99) 12.6,21.5,25.7 2.7,2.1,1.1 0.0007
5 60.2 QQ (0.94) 12.8,21.3,25.9 2.7,2.2,1.1 0.0013
7 6.60 QQ (1.00) 11.0,21.4,26.1 1.9,2.3,1.3 0.0003

a Ch denotes the chromosome number.
b Pos denotes the putative QTL positon (cM) in the composite map.
c Qconfig denotes the estimated parental QTL configuration.
d Prob denotes the posterior probability of the parental QTL configuration.
e µ̂ = (µ0, µ1, · · · , µd) is the estimated mean vector.
f σ̂ = (σ0, σ1, · · · , σd) is the estimated standard deviation vector.
g The p-value for the Kolmogorov goodness-of-fit test.
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