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MIXED MODELS APPROACH TO ON-FARM TRIALS: AN ALTERNATIVE TO
META-ANALYSIS FOR COMPARING ONE TREATMENT TO POSSIBLY
DIFFERENT CONTROLS.

Peter M. Njuho and George A. Milliken
Department of Statistics
Kansas State University

Abstract

The estimator of effect size, the sample mean difference divided by the sample standard
error of the difference is studied in the context of mixed models and is related to the analysis of
on-farm trials. A single treatment is compared against possibly different controls using a
completely randomized design on each farm. A lower (1-2)100% confidence limit on mean
difference of the treatment and the average control is obtained. The best linear unbiased predictors
(BLUPs) of the mean difference of the treatment and the individual controls as well as the lower
(1-a)100% prediction limits are provided. The effect of omitting or not omitting the farm-by-
treatment interaction variance component in the weighting process is assessed using two numerical
examples.

1. Introduction

On-farm trials are experiments conducted in farmers’ fields, usually with the cooperation
and participation of the farmers (Amir and Knipscheer, 1989). Farmers are allowed to evaluate
the treatment ("new" technology) on their farms while it is compared to the farmers’” control
("old" technology). It is unlikely that all farmers involved in the trial will have a common
control. Lack of a common control makes it difficult to evaluate the treatment effect efficiently
across the farms. A common practice is to use the same experimental design for all farms
involved in the trial. Such practice fails to effectively control the known farm variations. For
instance, one farm may require a completely randomized design, while another farm may require
a randomized complete block design. The choice of the design to be used on a given farm depends
on the nature of the within farm variation to be controlled. Therefore, using the same design
structure on each farm may not be appropriate.

Mixed models and meta-analysis methods are used to extract the information from the
individual trials and combine the information across trials. These methods are used to compare
the treatment to the mean of the controls and to the individual controls through the construction
of confidence intervals and prediction intervals.

Good experimental designs and the form of analyses appropriate to on-farm trials remain
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to be defined (Stucker and Hicks, 1993). Some groups of researchers do not regard any research
conducted on farms as scientific whereas, many on-farm researchers disregard basic statistical
principles. This paper provides a statistical procedure that allows for the treatment to be compared
to possibly different controls on each farm while allowing for a different experimental design on
each farm. The use of meta-analysis and mixed models methods are constructed in this on-farm
trials setting.

2. Model

Suppose f farms have been randomly selected to be involved in an on-farm trial where a
treatment is compared against the possibly different control on each farm. Assume that a
completely randomized design (CRD) is used on each farm with the treatment and control each
replicated r times. Thus the following development assumes the same design is used at each farm
but this requirement is removed in later sections. The use of the CRD is more simplistic than those
used in practice, but the basic principles are not design-specific. Hence, the CRD simply
introduces the main ideas.

A model to describe the response from the j # replication of the k¥ treatment from the i ™
farm 1s

Yagp = B fin Tt Sty v ey ey
i=1,2,....1f j=1,2,...,r1, k=T, C,

where, T=Treatment and C, = Control on i™ farm, Yy 1s the observed response in the j©
replication within the i ™ farm receiving the k™ treatment, p is the overall mean, f, is the i
farm effect, T, is the k™ treatment effect, ff, is the interaction between the i farm and the k

treatment, and e, is the random error or experimental unit error.

Model (1) has three random effects with assumed distributions f, — iidN(O,of) ,
ft. ~ iidN(O, oZ), ft, ~ iidN@©, * ) and e, are independent normal with mean zero and
variance o> . Model (1) can be written in terms as a treatment (T) model and a set of control (C,,

i=1,2,...,1) models. The treatment model is
Yo = Wp * Sy 7 ftp + € 2

where p, = p + 1, Let U, =y, + f + ft; be the predictable function of treatment T on farm

i
i, then (2) can be expressed as
YijT = Uy + €ur &)

Most often the farms used in on-farm trials are randomly selected, thus farmer’s controls
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(C,, C, ,. .., C) arerandom variables distributed with mean p, and variance o2 . The control
models are
Yie, = He * fi+ i + € i=1,2,...f 4)

where p, = p, and Uy =y + f; + ff is the predictable function of control C; on farm i.
Hence, (4) can be expressed as
Yic, = UiC, * €, )

The expectations and variances of U, and U, i=1,2,...,f are E[U;] = p; with
Var(U,) = o + o%, and E[U,] = p with VanUy) = o + 0.

To estimate the variance components o> and oZ,, one would need multiple treatments
and controls per farm and in this case we have neither. Thus inorder to have identifiable
parameters for model (1), we assume o’ = 0% = 05. Under this assumption, the random
variables U, and U,» i=1,2,....f are distributed with different means p, and p, and a common
variance, o> + 0-. The meta-analysis framework uses standardized differences between the

treatment and control means from each farm (Hedges, 1981). We define two measures of
standardized mean difference as follows:

a) 8, = (Uy~Uy) | 0, with Var(®y) = 203 / o] (6)
b) 61/; = (U]T_Uic,) / V va’(UiT_UiC) with Var(6,{§) =1 7

where, Var(U,; - U.) = 202, i=1,2,..f.
The random variables &/, and 8, differ by the weighting factor or divisor, where the

former ignores the farm-by-treatment interaction variance component in the weighting process.
The two random variables have a functional relation which is expressed as

& = (Ur-Ugc) / V Var(U;-Uy) = (Ur-Ug) / ‘/2?»7
Ur-Ug) I o o),

AR AT

This implies that &), = AB,, where A, = |Jo? / 203, i=1,2,....f and o7 > 0
Equation (6) is commonly used in meta-analysis (Hedges and Olkin, 1985; Li, Shi, and
Roth, 1994). It is usuaily denoted by 8, = (u; - u;) / o; for the i * study where M- and p° are

®)
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treatment and control means, respectively, with a common variance o . The parameter &, defined
by & = E(®), i=1,2,....fis known as the standardized mean difference or effect size (Hedges and
Olkin 1985). Hedges and Olkin did not incorporate the study-by-treatment interaction variance
component in their weighting process because, generally in meta-analysis the responses measured
could differ from one study to another. Hence, the study-by-treatment interaction variance
component would not be interpretable.

In our case, the farm-by-treatment interaction variance component is included. Therefore,
the discussion that follows is based on (7). Towards the end of the presentation, (6) and (7) are
compared using examples which help to determine the effect of omitting o2 in the weighting
process.

2.1 Prediction of 3}

Equations (3) and (5) are used for the prediction of both U, and U . The means ?_T and ‘}7(
are unbiased estimators of p, and p., and ?;.r and \7,@ are predictors of U and U, i=12,..f
which are represented by U, = Y_’,._T and U,.ci = \Z.Cl_. A model describing the differences between

the treatment and control means from the i # farm is constructed as

= Hr o~ Mgt - €1~ € &)

Equation (9) can be expressed in a compact form as
S, =M, v+ g (10)

where, y = Wy - W, f = i, - R and €, = €7 - €, i=1,2, .. f. Model (10) is a mixed
model with fixed effect p, and random effects ¢, and ¢,, 1=1,2,..., f. The expectation and
variance of the random variables S, i=1,2,....f are E[S] = E[U; - Ug] = py -y, with
VarlS] = 2(c% + o* / r) and Cow(S,, S;) = 0, v, i#’. Hence, the random variables
S,, S, ... S; are independently distributed with mean p, and variance 2002 + o’/ n).
The sample standardized mean difference d.., i=1,2, ..., f is the predictor of &} and is
expressed as
d, = (0, -Ug) | VarU, - U) (11)
i=1,2,....1
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To estimate the parameters, we express the model (10) in matrix notation as
S=iu +LEre (12)

where, S = (8, 8,. .., S8 )Y, t=(1t,t, ... )Y, e=(¢€,¢€,...,€), lfisanfxf
identity matrix and i, is an fx1 vector of ones. By letting i, = X and I - Z, (12) can be
expressed in terms of X and Z as S=Xp +Zt+e where, E[S] =Xy,
withVarl S1=ZVar{t + €1Z/. Let, A = Var{S], G = Varit] and R = Va e ], then
A = ZGZ’' + R. Thus, A is an fxf diagonal matrix of unknown variance components, that is,
A = 2diagl o3+03r, o+adr, . . ., Oa+GLr Y},
If A is a matrix of known variance components, the best linear unbiased estimator (BLUE)
of y, can be computed as
ﬁs - (X/A-1 X)—1X/A—1 S
= (A7) A S

-5 @PIN) TS S, 1 2cR+ai) (13)
i=1 j=1

f
The variance of {1, in (13) is Var(fi) = (X'A"'X )" = [ (2(0] + of 1 AT
i=1

If A is a matrix of unknown variance components, an estimator of p_ can also be obtained

by substituting A for A ( a matrix of estimates of variance components) in (13). The substitution
does not alter the expected value of fi, but does have an effect on standard error (S.E.) of fi,

(Kacker and Harville, 1984). Kacker and Harville (1984) provide a procedure for approximating
the standard error of {1, and hence,

g, = XA X XA s
- 4.7 a-1
=G, A ,lf)11/fA S
f f
=[S (020N S S, 1 2(65+6710) (14)
i=1 i=1

. f
The variance of fi, in (14)is Var(p) = XA7'X )" = [E @%+62N) ™.
i=1
According to Kacker and Harville (1984), the estimated standard error S.E.(ﬂs) = 4/ Vér(ﬂs)
underestimates the actual standard error. A more conservative estimate of the standard error can

~

be computed using their approach. The estimator fi, given in (13) is related to the d,, in (11) as
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f f
p, = 21 (2(c? + o / r))'1]“i S 12+ p
)
[z @02 + o I )T 12 d_ /202 + &I n) (15)
Equation (15) shows the relationship between i, and the d., i=1,2, .. ., 1.

Let o = [Z1 (2(c2+a’ / M) denote the variance of the estimate fi, when farm-by-
j=

treatment interaction variance component is included in the weighting process and

a2

f
o7 = [T (207 / A" when it is not. Suppose &> and & denote the estimates of o> and o7,
i=1

P
: 282, 2(r8% + 0%,)
respectively. It holds true that r;"'" < & and —(—.-—r?—ﬂ < c‘)ﬁ where
&2, = min{ 0%, &2, ..., &)
Lemma 1
Assume &% > 0 and & > 0,i=1,2, .. ., f, then &% < &}

Proof of Lemma 1

Clearly 2(6% + &* /1) > 26° / r, where &% > 0, &° > 0 and i=1, 2, . . ., f. It follows
y n ft

I

that [2(52 + & / A1 < [26° / A7, i=1, 2,..., f which is equivalent to

1

f f f f
S22 + 67/ )t < @07/ p' This implies that [S(2(0% + & / A" > [2(267 / 7
i=1 i=1 j=1 =1

and hence, &7 < &7 .

The variances of,and o’ are comprised of the weights used in the weighting process to
compute fi, when o2 is included and not included, respectively. The estimate &’ which
corresponds to the use of (6) is reported to be smaller than the minimum of the estimates of
variances of individual studies or farms (Li, Shi, and Roth, 1994). The estimate érf, corresponds
to the use of (7). Based on results of Lemma 1, the estimate étf, is more conservative and less
sensitive to the minimum of the estimates of the variances of individual farms than &>

In the estimation of p, and computation of its variance, several cases can be considered
by either making assumptions concerning variances o, i=1, 2, . . ., f or the number of
replications r, or both. A few of these cases are highlighted below.
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2.2 Case I: Equal Numbers of Replications and Equal Variances

Suppose the variances 0,.2, i=1, 2, ..., fare equal to the unknown variance ¢®. Assume
the farm-by-treatment interaction variance component, o5, to be greater than zero. Consider an

equal number of replications case and a possibly different design on each farm. The unknown
variance components, 0?, and o? are replaced by their estimators and hence (14) reduces to

f f
f, = [ Q@%0%N) S S, | 2(65+6%n
i=1 =1

f — -
= (W) 2 8=YY, (16)

The variance of fi, in (16) is Var(fi,) = ( 2/f }(&5 + &% / n).

2.3  Case I1: Unequal Numbers of Replications and Equal Variances

We have the same conditions as those in case I except that the number of replications at
each farm are not equal thus, (14) can be written as

f f

b, =[S (@2 + 62/ r)"'S S,/ 2(8% + 62/ 1)
=1 j=1
1

f [ A— —
[ 20 + & 1 r)VT'Z( YY) 20, + 021 r) 17
i= i=1 !

R f
The variance of fi, in (17) is Var(fi) = [ (2(65 + & / r)7'I".
i=1

The estimates (‘Jf, and &2 are obtained either through maximum likelthood (ML), restricted

maximum likelihood (REML), or method of moments (MM). These estimates are then used in
the computation of i, and its estimated variance.

2.4  Case III: Unequal Numbers of Replications and Unequal Variances

Suppose o, i=1,2,....f are different and unknown. Assume unequal number of

replications case and a possibly different design on each farm. A single treatment is compared
against possibly different controls. As stated in case 1I, the variance components o and o,

i=1,2, ..., f are replaced by their estimators. These estimates are substituted in (14) and thus

b, = (5 (0 + 0 1 ) 'S S,/ 2% « 07 /1)
j i=1

New Prairie Press
https.//newprairiepress.org/agstatconference/1995/proceedings/17



Conference on Applied Statistics in Agriculture
. T . Kansas S niversit
Applied Statistics in Agriculture 5%') Y

f [ — —
=[S 0% + &8 I r)TS( Y, Y ) 288 + 6 1 r)y  (18)
i=1 i=1 !

R f
The variance of fi, in (18)is Var(fi) = [Z (285 + & / r))™™".
i=1

The within farm variance components are estimated by &2 = MSE,, &; = MSE,, . . .,

o = MSE, which are the within farm error mean squares and the farm by treatment variance
component is estimated by &> = (MSFxTRT-MSE)ir.

2.5 A Lower (1-a)100% Confidence Limit on p, -,

To determine if the treatment performs better than the population of farmers’ controls,
a lower (1-a)100% confidence limit on the mean difference between the treatment and the
average control, y,~y, is obtained. An equal cost for observing a treatment and the control is

and variance Var({i,-fi;) as in case III. A lower (1-a)100% confidence limit on the mean

difference of the treatment and the average control is BP) -ty \/Vér(ﬂT—ﬁC) where te v is the
t-value obtained at a-Jlevel with v degrees of freedom obtained using Satterthwaite’s (1941)
approximation procedure as

F
20 [Z2(B; + &)1 )
vV = i=1

[approxi.Var([£(2(6§ + )
i=1

f
The approximated variance of [2(2(65 + & / r, ))™™" can be obtained using the method discussed
i=1

by Giesbrecht and Burn (1985). A simpler approach is to bound the variance and then use the
approximated degrees of freedom corresponding to the bounds. One can easily show that

f
(20f )05 + 0% ,) < [:1 Q@2 + & 1 )T < (2 )05 + 8% ) where,
j=
o2 . = minl &%r, &%r, . .., &%r, tand &% . = max{ &%, &%r, ..., O%r, |. Thedegrees

)y and ( 2/f (&2 + &% . ) are denoted by v_, .
respectively, and are approximated using the Satterthwaite’s approximation as follows

of freedom corresponding to ( 2/f )(62,, + &2

min

and v

max” ?
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— [ ﬁmm ]2
T MSFATRTE | a?
1 - + 20:)( [MSE,J+... +[MSE, P +IMSE,,, .. J?+
~AMSEJ )+ i )[a3 SEinl )
and
. [ A T
[a,MSFxTRTP = a}
: 1 + 2( 1)([MSE P+ AIMSE P HMSE, o, PP+
. +[MSEJ )+ [a,MSE__J )
(r 1)
where
Ay = 8;MSF+TRT+a,(MSE,+MSE,+..+MSE,  _,+MSE, . +...+MSE, )+a,MSE, .
Ao = 3,MSF+TRT+a,(MSE,+MSE,+..+MSE,_ _+MSE, _ ., +..+MSE, )+a,MSE,
o2 - (MSFTRT -MSE) 2 , . 2 4, - 201)
r r f f
The degrees of freedom for the variance of fi,-fi, can be approximated by the average
of V. and Vv, . as V. = (Vi + Vimae)2. The average approximated degrees of freedom, v,

is almost equal to the farm-by-treatment interaction degrees of freedom for an equal variance and
equal number of replications case. Therefore, it would be appropriate to use the farm-by-treatment
interaction degrees of freedom to compute the confidence limit.

2.6 A Lower (1-a)100% Prediction Limit on U -U

ic;

Most often, a farmer will be interested in knowing the predicted performance of the
treatment, denoted by the predictable function U, as compared to the predicted performance of
the control on the farm, denoted by the predictable function U, . The BLUPs, Uir"j;c,.v i=1, 2,

., f and their lower (1-a)100% prediction limits are computed to enable each farmer to decide
on adoption of the treatment. We want to predict the response of a farmer’s control and compare
it to the predicted response of the treatment on the farm. The predictable function for farm i is
Py =Us = Ug =My = Mg + Ry - R, i=1, 2, 00 f.  The BLUP of p, is
6,= U, - Uy =Y, - Yo = S. Alower (1-a)100%prediction limit on U, -U, that allows for
decision to be made for each farmer, assuming equal number of replications is
07;.7‘\7;@; )-t, , 205 + &7in, i=1,2, ..., f. Let denote a linear combination of the mean
squares by ;. Thus,
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A, = 265 + &°In)
=a,MSF+TRT+a,( MSE,+MSE,+..+MSE,_,+MSE,, +...+MSE, )+a,MSE,
Using the Satterthwaite’s approximation, VA, / ( 2(c; + o* /n ), i=1, 2, . . ., fis
approximately distributed as a chi-square random variable with v, degrees of freedom where
[/ P

Vi =
a, MSF+TRT]2 a;
[a, *TRT] o (IMSE.J*+...+{MSE,_,*+[MSE '+
-1 2(r-1)

+ 2yt 1
. +[MSEJ? ) 2(r~1)[a3MSE’] )

3. Examples
3.1 Example 1

Consider a case where we have six farms, five replications per farm in a completely
randomized design (CRD) and a single treatment along with the farmer’s control. The treatment
is compared against possibly different controls where the response is the yield of sorghum in
bushels per acre. The 1991 Sorghum data given in Table 1 were obtained from Cooperative
Extension Service Program, Department of Agronomy, Kansas State University.

The method of moments estimates of variance components are given in Table 2. The
farms, replications and treatments are denoted by F, Rep and Trt, respectively. These variance
component estimates were used in the computation of the estimate of p,_ .

Table 3 shows summarized results of the estimation of p, computed in four ways.
Combining and computing with equal and unequal variances, and when the estimate of farm-by-
treatment interaction variance component, &2, was either omitted or not omitted. The estimates
given in Table 3 were computed using (16) and (18).

For the equal variance case, the estimate fi_ is the same when &2 is either omitted or not
omitted, but the estimated variances are different. These results indicate that for both equal and
unequal variance cases, the estimated variance of fi, is smaller when the estimate of farm-by-
treatment interaction variance component is omitted in the weighting process than when it is not.
These results are in agreement with Lemma 1. From Table 3, for unequal variance and &> not

omitted {1, = 5.02, S.é.(ﬂs) = 10.016, the approximated degrees of freedom are
win * Vmae)2 = (432 + 5.805)/2 = 5062~ 5, and f 5505, = 2.010. Thus, a lower 95%
confidence limit on p,~p, is 5.02-(2.010) (10.016)=-15.11. The treatment fails to perform

better than the mean of the population of farmers’ controls since the lower 95% confidence limit
on uW,~H. 1s not greater than zero.

v = (v

aver
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Table 4 provides the computed linear combination of the mean squares f;, the
corresponding approximated degrees of freedom v,, the approximated t-values at o = 0.05, the

BLUPs of U, ~Ug i=1, 2, . . ..f and the estimated standard errors, and the lower 95%

prediction limits for each farm.

A farmer would adopt the treatment if the lower 95% prediction limit on the difference
between the predicted response of the treatment and the predicted response of his control on the
farm is greater than zero. Results in Table 4 indicate that none of the farms should adopt the new
treatment.

3.2 Example 2

A single treatment was compared against possibly different controls where ten farms were
involved in the trial. The first six farms used a CRD and the rest used a RCBD. There were equal
numbers of replications per farm. A general form of the model for CRD used on the six farms can
be expressed as

Yo = B+ S+ T Sy v eg, i=1,2,..,6,j=1,2,...,5, k=T, C,

gk
Similarly, a general model for the rest of the farms using RCBD is

Yijk = B o+ fr + r(]‘)l_j Tt ﬁik t €k i:7, 8, 9, ]O, ‘3:1,2,...55, k:T, Ci

All the terms in the above two models are the same as those defined in model (1) except
for r(f), which represents the effect of the j ™ replication in the /™ farm. Regardless of the model
used, (9) remains the same and therefore, the estimate of y_ and its estimated variance can be
obtained as described in Example 1. In the analysis, we created a new blocking variable where
the new block equals 1 if the data is from CRD and equals the replication number within the farm
if data is from RCBD. This allows SAS/STAT software to predict an appropriate estimate of farm-
by- treatment interaction variance component. The contribution to the block within farm variance
component, Gf,(,) is zero for CRD whereas for RCBD is not.

The 1992 Sorghum data given in Table 5 were obtained from Cooperative Extension
Service Program, Department of Agronomy, Kansas State university. The farms replications,
treatments, blocks and yields are denoted by F, R, Trt, Blk and Yld, respectively. Table 6
contains restricted maximum likelihood estimates (REML) of variance components. The estimates
of variance components obtained using the method of moments were used as the starting values
in the iteration process using PROC MIXED (SAS, 1992). The estimates of variance components
showed in Table 6 are used in the computations that are necessary for the estimation of y,.
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Table 7 provides summarized results obtained for the estimation of p, computed in four
ways, combining and computing with equal and unequal variances and when &2 was either
omitted or not omitted in the weighting process. From Table 7, for unequal variance and &2 not
omitted fi, = 23.62, S.E'.(ﬁs) = 9.913, the approximated degrees of freedom are
V., = (7.860 + 10.993)/2 = 9.426~ 9, and f g4, = 1.824. Alower 95 % confidence limit on fi,

is 23.62-(1.824)(9.913)=5.54. This treatment performs better than the mean of the population
of farmers’ controls since the lower 95% confidence limit on p, is greater than zero.

Table 8 shows the computations for the BLUPs of U,-U,, i=1, 2, . . ..f and the

estimated standard errors, and the lower 95% prediction limits for each farm. The results in Table
8 suggest that just farms 9 and 10 should adopt the new treatment.

4. Summary and Conclusions

A mixed model approach applies to the analysis of data from on-farm trials. The farm-by-
treatment interaction variance, o> is assumed to be greater than zero unlike in meta-analysis

where it is not necessarily interpretable. In on-farm trials, the same response is measured in all
the farms under consideration and therefore, the farm-by-treatment interaction variance is
meaningful and should be computed. Meta-analysis methods have wrongfully ignored farm-by-
treatment interaction variance.

The rationale for testing the treatment against the mean of the controls is to recommend
to the farmers the former once it performs better than the latter. A treatment is said to perform
better than the mean of the population of farmers’ controls if the lower (1-a)100% confidence
limit on p_ is greater than zero. A lower (1-a)100% prediction limit on each predictable function

provides a narrow inference back to the single farmer. The information from the BLUP and
prediction limit provides for the farmer the predicted performance of the treatment and assess how
well it compares to the predicted performance of the control on the farm. Mixed model methods
should be used for prediction rather than simple differences between means.

Regardless of the experimental design used in a given farm, all the random variables
cancel out as a result of within farm comparisons, except for the farm-by-treatment interaction
component and the within farm variance o7, i=1,2,...,f. This point was demonstrated in Example
2. where a CRD was used at some farms and a RCBD was used on other farms. This fact makes
our statistical procedure invariant with respect to the experimental design used at each farm.
From both Example 1 and 2, we conclude that the estimate of farm-by-treatment interaction
variance component is needed to be used in the weighting process for all on-farm trials.
Unavailability of a common control only or a common experimental design on each farm should
not be a hindrance to conducting and analyzing on-farm trials.
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Table 1:Yield of Sorghum in 1991 (Bushel per Acre) for Example 1
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Fm Rep Tmt Yild | Fm Rep Tmt YiId |Fm Rep Tmt Yld
L1 T 744 |3 1 T 1105 |5 I T 1434
L1 Cl 936 301 C3 1063 |5 I C5 1298
12 T 427 32 T 912 |5 2 T 1715
I 2 C1 797 302 03 950 |5 205 1194
I3 T 6l 33 T 1417 |5 30T 1357
13 Cl1 94 |3 3 (3 1374 |5 3 C5 1076
I 4 T 848 |3 4 T 85 |5 4 T 1490
I 4 C1 1049 |3 4 C3 1015 |5 4 C5 1451
I 5 T 687 |3 5 T 1178 |5 5 0T 1408
L5 ¢l 91 |3 5 C3 1149 |5 5 05 1308
2 1 T 1018 {4 1 T 1656 |6 1T 1992
21 C2 1142 |4 1 ¢4 1381 |6 I C6 1543
202 T 927 |4 2 T 1464 |6 2T 1925
22 C21067 |4 2 C4 1288 |6 2 C6 1553
2 3 T 617 {4 3 T 1530 |6 3T 1600
23 (2 887 43 4 1211 |6 306 1364
24 T 1091 4 4 T 1093 |6 4 T 1759
2 4 (21271 |4 4 C4 892 |6 4 C6 1325
2 5 T 982 |4 5 T 1318 |6 5 T 1682
25 €2 1135 |4 5 4 1286 |6 5 Co 1406

Table 2: The Estimates of Variance Component for the Random

Effects for Example 1

Random Effect Variance Estimate
Component
Farm a? 683.452
Farm*Treatment | o7 248.693
Farm 1 o 166.003
Farm 2 o 266.236
Farm 3 LA 370.270
Farm 4 a; 411.217
Farm 5 o2 195.057
Farm 6 a: 189.075
Pooled Residual a2 266.310
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Table 3: Estimates of the Means Difference and the Corresponding Standard Errors for
Example 1 Sorghum Data.

Equal Variance Unequal Variance
Estimate Standard Error | Estimate Standard Error
i, SE(f) f, SE(p)
&5 omitted 5.15 4.213 4.41 3.974
&2 not omitted 5.15 10.032 5.02 10.013

Table 4 :The BLUPs and the Lower 95% Prediction Limits for Each Farm for Examplel

Farm A Vi S foos,v, | S.E(S) |Lower 95%
i Pred. Limit

1.0 563.788 4.320 -27.60 2.083 23.744 -77.06

2.0 603.881 4918 -17.34 2.022 24 574 -67.03

3.0 645.495 5.553 -1.08 1.971 25.407 -51.16

4.0 661.873 5.805 20.06 1.955 25.727 -30.24

5.0 575.409 4.492 21.54 2.066 23.988 -28.02

6.0 573.017 4.456 35.34 2.071 23.938 -14.23
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Table 5: The 1991 Sorghum Data for Example 2 (Column 1-CRD, Column 2-RCBD)
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F R Tmt Blk Yid F R Tmt Blk Yld F R Tmt Blk Yid
1 1 T 1 635 5 1 T 1 1239 7 1 T 1 1529
I 1 Cl1 943 5 1 C5 1 997 7o e 151l
12 T 1 751 5 2 T 1 1114 702 T 202029
I 2 Cl1 1052 5 2 C51 949 702 ¢z 1319
I3 T 1 767 503 T 1 1366 73 T 3 180
I3 Cl1 1076 5 3 C5 1 1328 7003 73 1437
I 4 T 1 868 5 4 T 1 1355 704 T 4 1908
14 Cl1l 990 5 4 C5 1 1035 704 74 1554
5 T 1 852 55 T 1 1507 75 TS5 2125
I 5 Cl1 934 55 C5 1 1263 7005 €75 1713
2 1 T 1 1022 6 1 T 1 1750 g 1 T 12325
2 1 €21 1153 6 1 €6 1 1385 8 1 C& 1 1837
2 2 T 1 942 6 2 T 1 1292 8 2 T 2 2155
2 2 21 92 6 2 C6 1 1109 8 2 (82 1813
2 3 T 1 959 6 3 T 1 1283 8 3 T 3 2283
203 €21 1134 6 3 €61 929 8 3 €83 1788
2 4 T 1 988 6 4 T 1 1140 8 4 T 4 2142
2 4 C2 1 1101 6 4 C6 1 831 8 4 €84 1449
2 5 T 1 948 6 5 T 1 1310 8§ 5 T 5 1990
2 5 C2 1 1012 6 5 €61 800 8 5 €86 1493
3001 T 1 1127 9 1 Tl 197.2
31 C3 1 1106 9o 1 €91 1525
32 T 1 1070 9 2 T 2 2075
32 C3 1 1157 9 2 €92 1492
33 T 1 1204 9 3 T 3 2092
3 303 1 1279 9 3 CY9 3 1541
34 T 1 1109 9 4 T 4 2375
T4 31 998 9 4 €9 4 1802
3 5 7T 1 1024 9 5 T 5 2440
35 C3 1 1058 9 5 €95 176l
4 1 T 1 1424 10 1 T 1 2537
4 1 C4 1 1347 10 1 Clo1 1936
4 2 T 1 1286 10 2 T 2 2018
4 2 41 1275 10 2 Clo2 2020
4 3 T 1 1372 10 3 T 3 2623
4 3 C4 1 1383 10 3 Clo3 1613
4 4 T 1 1115 10 4 T 4 2059
4 4 C4 1 1043 10 4 Cl04 1439
4 5 T 1 1018 10 5 T 5 2255
45 C4 1 870 10 5 Cl05 1490
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Table 8: The Estimates of Variance Components for the Random Effects for Example 2

Random Variance Estimate

Effect Component

Farm o’ 1432.373

Block(Farm) 02,,@ 230.680

Farm*Treatment o 435.884
Farm 1 o} 63.746
Farm 2 o 39.182
Farm 3 o 79.555
Farm 4 A 388.984
Farm 5 o 252.982
Farm 6 oz 490.091
Farm 7 oz 302.714
Farm 8 oz 77.858
Farm 9 a0 34.364
Farm 10 o 156.453

Pooled Residual a2 200.029

Table 10: Estimates of the Means Difference and the Corresponding Standard Errors for
Example 2 Sorghum Data.

Equal Variance Unequal Variance
Estimate  Standard Error Estimate  Standard Error
[, SE(p,) f, SE(p,)
&2 omitted 23.76 2.829 21.14 1.873
af, not omitted | 23.76 9.756 23.62 9.713
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