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Abstract

High-throughput sequencing technologies, in particular next-generation sequencing (NGS) technologies, have emerged as the preferred approach for exploring both gene function and pathway organization. Data from NGS technologies pose new computational and statistical challenges because of their massive size, limited replicate information, large number of genes (high-dimensionality), and discrete form. They are more complex than data from previous high-throughput technologies such as microarrays. In this work we focus on the statistical issues in analyzing and modeling NGS data for selecting genes suitable for further exploration and present a brief review of the relevant statistical methods. We discuss visualization methods to assess the suitability of statistical models for these data, statistical methods for modeling differential gene expression, and methods for checking goodness of fit of the models for NGS data. We also outline areas for further research, especially in the computational, statistical, and visualization aspects of such data.
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1. Introduction

1.1 Motivation

Next-generation sequencing (NGS) technologies (Hayden, 2009; Metzker, 2009; Ng et al., 2010; Roach et al., 2010) are increasingly used for exploring the genome, epigenome, and transcriptome. These technologies play an important role in understanding cell organization and functionality. Unlike data from previous technologies (e.g., microarrays), data from NGS technologies are highly replicable with little technical variation (Marioni et al., 2008; Mortazavi et al., 2008; Bullard et al., 2010; Hansen et al., 2012a). It is also possible to measure alternative isoform regulation (Wang et al., 2008) and to discover novel transcription regions in the genome (Mortazavi et al., 2008) using NGS technologies.

Despite their advantages, NGS technologies are still expensive, and similar to other high-throughput data, NGS data are high-dimensional with a limited number of samples (i.e., individuals) compared to the number of predictors (i.e., genes); a problem known as “big p small n” that first gained notice with the analysis of microarray data. Toward this end, and similar to microarray data, the limited number of biological replicates challenges the reliability of the statistical inference. As a remedy for microarray analysis with few biological replicates Efron (2010) recommended taking advantage of the rich genetic information and borrowing information across genes to compensate for the limited information about within group variation. Comparatively, NGS technologies have different sources of bias that are not present in earlier high-throughput technologies such as microarrays, and the issues in NGS data analysis are...
magnified simply because of the discrete nature of the data, as well as the complexity and massive size of the data (Bullard et al., 2010). These issues must be addressed by computational algorithms and statistical methods used for the analysis of NGS data if one wishes to draw reliable conclusions from these data. Hansen et al. (2012a) point out that ignoring these issues results in the biological variability not being estimated accurately, which in turn imposes serious restrictions on their reproducibility. And, finally, there is still no standard practice for NGS applications that allows for design of experiments, preprocessing, normalization, or summarization of raw data before their statistical analysis (Auer et al., 2011).

Probably the most common use of NGS technologies to date is for identifying differentially expressed genes, which include genes that may be associated with a response of interest (e.g., disease status). Although this application is referred to as RNA-sequencing (RNA-seq), the computational and statistical issues in analyzing other NGS data are similar to RNA-seq data (Auer et al., 2011). We will use RNA-seq data as an example to illustrate both the statistical inference framework for analyzing NGS data, as well as its limitations. Because the model assumptions in NGS data analysis are not always justified (Auer et al., 2011), we also discuss visualization methods to assess the suitability of statistical models and their goodness of fit.

1.2. Experimental Design, Data Preprocessing, Normalization, And Summarization

Microarray data were the first example of high-throughput genomic data. The issues related to their statistical design and analysis are well-understood (Churchill, 2002; Yang and Speed, 2002; Efron, 2010). We will briefly compare microarray and NGS data, which will be useful later in
understanding the statistical inference framework and challenges in analyzing NGS data. From a technological perspective, results obtained from NGS technologies and microarrays agree strongly (Cloonan et al., 2008; Mortazavi et al., 2008; Sultan et al., 2008; Fu et al., 2009; Bradford et al., 2010). This said, researchers are switching from microarrays to NGS technologies mainly because of lower technical variation, ability to discover novel genes and epigenetic modifications, and for de novo sequencing (‘t Hoen et al., 2008; Marioni et al., 2008; Liu et al., 2011; Hansen et al., 2012a; Young et al., 2012). From a statistical perspective, the theory of multiple hypotheses testing (Efron et al., 2001), variable selection (Zou and Hastie, 2005; Friedman et al., 2010), and the use of false discovery rates (FDR) for multiple testing problems (Benjamini and Hochberg, 1995; Storey, 2003; Efron, 2010), which were motivated by microarray data, also apply to NGS data analysis with modifications to acknowledge the data-specific features (Oshlack and Wakefield, 2009; Anders and Huber, 2010; Oshlack et al., 2010; Hardcastle and Kelly, 2010; Robinson and Oshlack, 2010; Young et al., 2010; Auer and Doerge, 2011). Similar to microarrays, proper experimental design for NGS experiments is essential if one wishes to reliably answer scientific questions. The principles of blocking, randomization, and replication, proposed by Fisher (1935), are still important for NGS technologies (Auer and Doerge, 2010). Ignoring any of these principles limits the scope and applicability of the results from NGS experiments (Auer et al., 2011; Hansen et al., 2012a). Young et al. (2012) provide an excellent overview of the comparisons between microarray and NGS technologies.

The features that distinguish NGS technologies from microarrays are the preprocessing steps prior to the analysis of the raw data for differential expression. Figure 1 (a) illustrates the workflow for RNA-seq data alignment and summarization. First, RNAs are isolated from the
genomic material obtained from the samples and broken into short fragments. They are then PCR enriched so that the NGS technology can sequence or read them. These short reads are then aligned to a reference genome. The number of reads that map to a gene is its digital gene expression. Similar to microarrays, the raw data are summarized as an expression matrix and its rows represent the genes and columns correspond to samples (for more details see: Auer, 2010; Young et al., 2012). The alignment process is not perfect. Figure 1 (b) shows the observed gene expression values with summarization errors and technological bias due to misalignment and over-enrichment. Recently, another source of dependency for gene expression measurements has been documented: GC content, which is the proportion of G and C nucleotides in a gene (Benjamini and Speed, 2012; Hansen et al. 2012b). In addition to the technology-specific biases, expression measurements are also affected by the differences in PCR enrichment steps prior to sequencing for different experiments. These biases make normalization of the raw expression data essential. Normalization controls for the biases that confound the biological effects, ensures that NGS data from different platforms and experiments are comparable, and minimizes the chances of inferring a gene as differentially expressed simply because of technological artifacts (Hansen et al. 2012b; Young et al., 2012). These issues are similar to the normalization in microarrays (Wu et al., 2004), but more complex because of the different sources of bias mentioned before. Anders and Huber (2010), Bullard et al. (2010), and Robinson and Oshlack (2010) provide a comprehensive overview of the technology related biases and errors and propose methods to control for them. Benjamini and Speed (2012) and Hansen et al. (2012b) show the presence of GC content bias, propose normalization methods, and provide software to control for this bias.
Figure 1. Workflow for RNA-seq data alignment and summarization. (a) RNAs from the samples are isolated and broken into small fragments by sonication. These fragments are PCR enriched and then sequenced or read by the NGS technology. The reads are in form of nucleotide sequences and are aligned to the nucleotide sequences of the reference genome. The number of aligned reads is the measurement of the expression of a gene. (b) The alignment process shown in (a) is not perfect. Blue rectangles are the reads that were actually transcribed by the genes and the pink rectangles are the misaligned and over-enriched reads. The total number of reads that mapped to the gene $g$ in sample $s$, including the alignment errors, $n_{gs}$ is its digital gene expression (Baumann, 2012).

2. Statistical Approaches For Differential Gene Expression Analysis

Typically, after the alignment, summarization, and normalization steps discussed previously, the expression data from NGS technologies are a matrix of discrete gene counts, with rows representing the genes and columns corresponding to the samples. The expression matrix
represents the relative amount of expression of each gene across different samples. The major theme in NGS experiments is to identify differentially expressed genes for the purpose of understanding complex biological systems. The main issue is to obtain reliable inference with a limited number of samples, that is, accounting for high-dimensionality, which is accomplished by information borrowing among genes to compensate for limited availability of samples (Efron, 2008). This similar issue is accomplished in microarray data analysis using empirical Bayesian (Efron, 2010), fully Bayesian (Baldi and Long, 2001; Ibrahim et al., 2002), and penalized-likelihood based approaches (Tibshirani et al., 2005; Ma and Huang, 2007). Although some of these approaches translate to differential gene expression analysis in NGS data, associated problems remain, and as a result we are motivated to suggest methods to control for some of these problems.

2.1 Gene-Wise Hypotheses Testing For Differential Gene Expression Analysis

For general notation, we allow the observed data to be a matrix of gene counts, \( N \). Further, for simplicity and ease of illustration we assume a balanced design with two treatments, and \( S \) samples and \( G \) genes in each treatment group. The methods discussed here are also applicable to more complicated designs with slight modifications. Let \( n_{gst} \) be the observed count of gene \( g \) in the sample \( s \) with treatment \( t \), and \( \theta_{gst} \) is the expected value of \( n_{gst} \). The library size of a particular treatment group \( t \) is defined as the total gene count in the original population from which we sample the gene counts, and is not known a priori. The gene counts depend on the library size simply because a large library size implies higher gene counts. Therefore, \( \mu_{gt} \).
denotes the mean expression of gene $g$ in treatment $t$ normalized for library size, and it is comparable across treatment groups. Our aim is similar to that of microarray analysis, to obtain test statistics or posterior distributions, for testing gene-wise differential expression, $\mu_{g2} - \mu_{g1}$, between the two treatment groups. However, the sampling distribution of the test statistic for NGS data analysis is difficult to obtain without restrictive distributional assumptions.

When analyzing microarray data it is quite common to assume the data follow Gaussian distribution after normalization and log transformation. As such, for each gene, the test statistic for differential expression follows a $t$-distribution with $(2S-2)$ degrees of freedom (Efron et al., 2001; Casella and Berger, 2001; Smyth, 2004). Further, to compensate for unreliable variance estimates due to small sample size, many empirical Bayesian approaches make the inference more robust by modifying the gene-wise variances appropriately using a correction obtained by borrowing information across all genes (for more details see: Smyth, 2004; Smyth 2005). The p-values obtained from gene-wise hypothesis tests are then adjusted using the FDR procedure (Benjamini and Hochberg, 1995), and the genes having p-values below a prespecified cutoff (say, 0.05) are declared as differentially expressed. This procedure is very robust in practice (Haury et al., 2011).

Although the above framework is robust and simple for microarray data analysis, there are many statistical issues that need to be addressed for NGS data analysis. First, NGS data are discrete and there is no equivalent theoretically justifiable sampling distribution for $\mu_{g2} - \mu_{g1}$ similar to a $t$-statistic (‘t Hoen et al., 2008; Cloonan et al., 2008; Robinson and Oshlack, 2010). Second, and
related to the first issue, the distribution of the test statistic for testing $\mu_{g2} - \mu_{g1} = 0$ is determined by the asymptotic distribution of the likelihood or quasi-likelihood (Robinson and Smyth, 2007, 2008; Anders and Huber, 2010; Auer and Doerge, 2011). Third, due to overdispersion, small counts, and zero inflation, which are very common in NGS data, the assumption of a Poisson distribution for gene counts is not universally justified (Vêncio et al., 2004; Thygesen and Zwinderman, 2006; Hardcastle and Kelly, 2010; Auer and Doerge, 2011). The last point has led to the use of the negative binomial distribution for modeling NGS data. The methods for determining differentially expressed genes using the exact test and the generalized linear mixed model for negative binomial distribution are available as R/Bioconductor packages (Gentleman et al., 2004; R Development Core Team, 2012), namely, baySeq (Hardcastle and Kelly, 2010), DESeq (Anders and Huber, 2010), and edgeR (Robinson et al., 2010). In this work we use edgeR to illustrate the application and limitations of the aforementioned methods. For differential gene expression analysis, two types of tests are available in edgeR. These tests represent the most widely used methods: the exact negative binomial test (exact NB test) (Robinson and Smyth, 2007, 2008) and the likelihood ratio test based on negative binomial distribution (NBLRT) (Agresti, 2002; McCarthy et al., 2012).

The exact NB test is limited to simple experimental designs for testing differential expression between two or more treatment groups, but it has the advantage of using less restrictive distributional assumptions. Specifically, the form of negative binomial distribution used by edgeR is
which has the expected value $\mu_{gt}$, variance $\mu_{gt} + \phi_g \mu_{gt}^2$, and dispersion parameter $\phi_g$ for gene $g$ in treatment $t$. Under the Poisson assumption, both mean and variance are $\mu_{gt}$, which is a reasonable model for estimating technical variation in NGS data (Marioni et al., 2008). Therefore, (1) implies that the variation in NGS data can be decomposed into technical variation ($\mu_{gt}$) and biological variation ($\phi_g \mu_{gt}^2$), with a quadratic dependence of the biological variation on the technical variation. This assumption may not be justified in general. edgeR extends the Fisher’s exact test to the exact NB test using (1) and uses negative binomial probabilities to calculate the p-value for testing $\mu_{gt2} - \mu_{gt1} = 0$ for each gene (Agresti, 2002). Since this version does not borrow information among genes, Robinson and Smyth (2008) recommend a moderated extension of this test that uses a modified overdispersion parameter estimate ($\phi_{wg}$), which is the weighted average of overdispersion parameter estimates under two extreme scenarios. First, each gene $g$ has its own overdispersion parameter ($\phi_g$). Second, each gene has the same overdispersion parameter ($\phi_0$). Although moderation is an appropriate modification to achieve robustness and reliability for small sample size NGS experiments, there is no standard way of choosing the weights to determine ($\phi_{wg}$), and it still remains to be shown that its performance is uniformly better than moderated $t$-test of limma if we simply assume that NGS data have log-normal distribution (Smyth 2004; Symth, 2005; Bullard et al., 2010; Robinson et al., 2010).
By focusing on the quadratic dependence of the mean and variance that is assumed in (1), we demonstrate via simulation a restriction that can lead to inflated FDR. Specifically, we first randomly generate $\mu_g$ and $\phi_g$ for each gene, and then simulate the gene counts $n_{gs}$ using (1). This procedure ensures that the simulated gene counts have more biological variation than what is assumed in (1). Using this procedure, we simulate count data (RNA-seq data) for 2 treatment groups, each with 1000 genes and 3 biological samples.

![Simulated RNA-seq Data](image)

**Figure 2.** Simulated count data. Count data are simulated from a mixture of negative binomial distributions for 2 treatment groups, each with 1000 genes and 3 biological samples. The first 100 genes in treatment 2 are assumed to be differentially expressed, and they separate visually as the lower peak in the histogram.

We use an alternative parameterization of (1) that defines negative binomial random variable as the number of failures ($n_{gs}$) which occur in a sequence of Bernoulli trails (with probability $p_{gs}$) before a target number of successes ($m$) is reached (R Development Core Team, 2012), with
\[ p_{gi} = \frac{m}{m + \mu_{gi}} \]  and \( m = \phi_g^{-1} \). We further assume that 10% of the genes are differentially expressed to make the simulation study close to reality, and set the first 100 genes in treatment 2 to have \( p = 0.4 \) and \( m = 150 \). The remaining genes have \( m \) and \( p \) that are generated from Uniform (50, 120) and Beta (30, 20). Using these parameters we generate RNA-seq data from a negative binomial distribution for the 1000 genes in 3 samples and 2 treatment groups, and it matches the simulation settings of Robinson et al. (2010). Figure 2 illustrates the histogram of the simulated RNA-seq data. The counts of differentially and non-differentially expressed genes are separated as two modes. The application of exact NB test and controlling for FDR at 5% results in detection of 113 differentially expressed genes and 20 of these are false positives. This implies a false discovery proportion (FDP) of 17.6%. (In real experiments, it is impossible to calculate the true FDP because the truth is unknown, but the expectation of FDP, FDR, can be calculated. We will assume that the conditions for ensuring that FDP is a reasonable approximation of FDR are justified in our discussions further.) The FDP is much larger than its expected value 5%. This simulation illustrates that in situations where the variation of NGS data are more than that modeled by a negative binomial distribution, the true number of false discoveries could be much higher than expected. Therefore, despite its less-restrictive distributional assumptions, the results of exact NB test can be misleading and can potentially lead to a large number of false positives.

The NBLRT based test in edgeR (McCarthy et al., 2012) can be applied to data from complex experimental designs (e.g., time course biological experiments), and can account for technology-specific sources of variations (e.g., lane effects, batch effects, and library preparation methods; Young et al., 2012), but it has restrictive distributional assumptions that rely on the asymptotic
likelihood or quasi-likelihood-based test statistics. Presently, these asymptotic distributions are hard to justify for NGS data because the sample sizes are small (Auer and Doerge, 2010; Auer and Doerge, 2011; Auer et al., 2011; Hansen et al., 2012a). For the simulated data in Figure 2, the NBLRT test identifies 112 differentially expressed genes at FDR control of 5%, and 21 of these genes are false positives. Therefore, the NBLRT test has a FDP of 18.7%, which is much higher than its expected value of 5%. Again, this illustrates that using asymptotic approximations can lead to underestimation of the true variability in the data, which in turn leads to underestimation of false discoveries.

We expect the results from the analyses of real NGS data to be worse, when compared to simulated investigations, for multiple reasons. First, there is a high chance that the variability in NGS data is underrepresented by a negative binomial distribution or by the asymptotic distributions, which leads to overly optimistic results and number of false discoveries. Second, in real data the modes of the differentially and non-differentially expressed gene counts are not well separated as in Figure 2, therefore it would be harder for the exact NB or NBLRT tests to discriminate between differentially and non-differentially expressed genes, and this will lead to lower power. Third, technology-specific biases such as alignment errors, GC content, and library preparation methods further complicate and confound the differential gene expression analysis of NGS data and make the results based on parametric and asymptotic assumptions unreliable, unless these assumptions are verified for the data. These issues, with proposed solutions for controlling biases and errors, are discussed in greater detail in Bullard et al. (2010), Langmead et al. (2010), Oshlack et al. (2010), Robinson and Oshlack (2010), Benjamini and Speed (2012), Hansen et al. (2012b), Young et al. (2012).
2.2 Visualization For Checking Model Assumptions And Goodness Of Fit

As mentioned earlier, NGS data rarely satisfy the model assumptions because of various sources of bias and variation. Therefore, it is important to check the model assumptions and goodness of fit. Visualization is an effective way to accomplish these two goals (Cleveland, 1993; Gelman, 2004). MA and volcano plots (Yang et al., 2002) were developed for microarray data analysis to visualize any systematic patterns in the data before and after normalization and for visualizing the results of differential gene expression analysis. Because microarray data are continuous and the $t$-test or $F$-test are robust for selecting differentially expressed genes (Haury et al., 2011), these plots are not valid for illustrating lack of fit or checking for validity of distributional assumptions. MA plots have been widely used to visualize the results of NGS data analysis. Although useful for checking any systematic patterns in NGS data, MA plots fail to give any information about the validity of model assumptions and goodness of fit. Further, the discreteness of the data makes it harder to visualize any systematic patterns or biases. Therefore, similar to Gelman (2004), more visual and numerical summary methods need to be developed for model checking.

For NGS data analysis, there are two important assumptions that require verification: the parametric distributional assumption of the data and the goodness of fit of the model. The residuals obtained after fitting a model to NGS data are the best choice for checking these two assumptions (Cleveland, 1993). We propose two methods using QQ plot (Cleveland, 1994) and binned plot Gelman (2004), respectively, for residuals to check these assumptions and illustrate
their application using the fit from edgeR in Section 2.1. The residuals obtained after fitting the NBLRT model to the simulated data follow a $\chi_1^2$ distribution (Agresti, 2002; McCarthy et al., 2012). Figure 3 (a) shows the QQ plot of the residuals against quantiles from the $\chi_1^2$ distribution. If the distributional assumptions of the model are justified, then the points on QQ plot would be close the black line (drawn through the 25% and 75% quantiles of the residuals). The plot shows that the higher quantiles (right tail) of the residual distribution are much larger than that predicted by the $\chi_1^2$ distribution, which implies that the variability of the residuals is larger and the tails are heavier than that predicted by the NBLRT model. Therefore, the modeling assumption that the count data follow negative binomial is not justifiable. This agrees with our simulation setting in which the NGS data are simulated from a mixture of negative binomial distribution. The QQ plot also shows lack of fit, but it does not illustrate details about the data that lead to the lack of fit.

Because NGS data are discrete, it is harder to identify systematic patterns and departures from model assumptions on the residuals. A binned residual plot (Gelman, 2004) serves the purpose of showing the goodness of fit in greater detail and solves the visualization problem because of discreteness of the residuals by smoothing. The plot averages the residuals that are grouped together in pre-specified bins and then plots the averaged residuals against the predicted values. The size of the bins is crucial in showing the model fit (for detail see: Gelman and Hill, 2007, page 97). The arm package in R (Gelman et al., 2012) provides a function binnedplot for drawing binned residual plots and also chooses the optimal number of bins that effectively convey the model fit without over-smoothing. Figure 3 (b) shows the binned residual plot obtained from the edgeR NBLRT fit in Section 2.1. It shows that the residuals are large for small
values of $\mu_{g2} - \mu_{g1}$ and are reasonably close to 0 for large values of $\mu_{g2} - \mu_{g1}$. In our earlier simulation setting, small values of $\mu_{g2} - \mu_{g1}$ correspond to the non-differentially expressed genes and large values of $\mu_{g2} - \mu_{g1}$ correspond to the differentially expressed genes. Therefore, the model fit is good for differentially expressed genes and there is lack of fit for the non-differentially expressed genes. Further, this also explains the high power and high FDPs for the exact NB and NBLRT tests. These tests are able to identify more than 90% of the differentially expressed genes because of the good model fit for these genes (with high values of $\mu_{g2} - \mu_{g1}$). The genes with smaller $\mu_{g2} - \mu_{g1}$ are not differentially expressed, but the observed value of the test statistic greatly differs from the null model due to lack of fit, therefore these genes are falsely rejected as discoveries in the exact NB and NBLRT tests (thereby leading to high FDPs). The binned residual plot also shows that the residuals decay exponentially from low to high values of $\mu_{g2} - \mu_{g1}$, which suggests that including an extra term in the NBLRT model for this systematic pattern would resolve this lack of fit. We, however, do not pursue this modification further.

Our analysis shows that it is easier to identify the lack of fit and to propose modifications to the model for improving the model fit using binned residual plots compared to the QQ plot or p-value based summary methods. The simulation also shows that if the signal strength is large (here, large values of $\mu_{g2} - \mu_{g1}$), then methods like exact NB and NBLRT tests are good choices for detecting differentially expressed genes. However, in situations where the signal is not strong (here, small values of $\mu_{g2} - \mu_{g1}$), these tests can lead to high FDP (and FDR) and report overly optimistic results for differentially expressed genes. At present, the signal for differential expression in NGS data is low and will likely to remain so until the technology decreases in price and more samples are assessed, therefore model checking is essential in NGS data analysis.
Figure 3. Visualization methods for checking distributional assumptions and goodness of fit for
the negative binomial model used in edgeR (Section 2.1). (a) QQ plot of the residuals against
quantiles of $\chi^2$ distribution shows that the higher quantiles (right tail) of the residuals are
heavier than the tail of the $\chi^2$ distribution, which is the distribution of the residuals under the
model assumptions. Therefore, there is a lack of fit, and the model assumptions are not justified
for the simulated data. (b) Binned residual plot shows the lack of fit for the model. The grey
lines correspond to the 95% confidence interval (CI) for the residuals (Gelman and Hill, 2007,
page 97). The residuals for smaller value of $\mu_{g2} - \mu_{g1}$ are much higher than 0 and lie outside the
CI. This illustrates that the predictions of $\mu_{g2} - \mu_{g1}$ from negative binomial model are lower than
the observed values in those regions. The residuals for higher values of $\mu_{g2} - \mu_{g1}$ are close to 0
showing no systematic departures from model assumptions and fit. The plot also has an
exponentially decaying pattern from large to small residuals along the x-axis. These
observations confirm that the variability in the data is underrepresented by a negative binomial distribution, and thus agreeing with the simulation settings.

2.3 Penalized Likelihood Methods For Gene Selection

Penalized likelihood based approaches like lasso and elastic net have been widely used in microarray data analysis for selecting genes suitable for further exploration (Tibshirani, 1996; Tibshirani et al., 2005; Zou and Hastie, 2005; Ma and Huang, 2007; Friedman et al., 2010). Although these methods have been used for performing classification and clustering of NGS data (Witten, 2011), their use for gene selection in NGS data applications is fairly limited. We use the \textit{glmnet} algorithm (Friedman et al., 2010) to select genes that are predictive of the treatment group association based on their digital gene expression from the expression matrix, an objective similar to, but not identical to, differential gene expression analysis. Because there are two treatment groups (1 and 2) in the simulation, we use the \textit{glmnet} algorithm for the binomial family (the treatment group 2 is assumed to correspond to the “success” outcome, that is, we will select genes that are predictive of treatment group 2) with the elastic net penalty and apply it to the simulated data of Figure 2. The elastic net penalty has the advantage of selecting all the correlated genes with high probability (Friedman et al., 2010). The algorithm selects 82 genes and 9 are false positive, implying a FDP of 10%, which is lower than the FDPs for the tests in \textit{edgeR}. Although determining FDR in applications of penalized likelihood approaches like \textit{glmnet} still remains an active area of research, the \textit{glmnet} algorithm has been successfully used in microarray and other genomic studies because of its computational efficiency and theoretically justifiable asymptotic variable selection properties of the lasso and its extensions (Friedman et al.
2010; Bühlmann, and van de Geer, 2011). NGS data offer an attractive opportunity for further applications of glmnet algorithm because of its computational efficiency and ability to handle massive data. However, more research is needed to explore the theoretical and practical applicability of penalized likelihood approaches for selecting genes in NGS data analysis, and adapting existing methods in microarray data analysis for complex experimental designs such as time course experiments (Meier and Bühlmann, 2007).

3. Hierarchical Bayesian Modeling Of NGS Data

Although methods for determining differential gene expression are important for selecting genes suitable for further exploration, it is useful to develop modeling approaches that adapt to the underlying latent structure of NGS data and that help in the understanding of complex biological systems in an interpretable manner. Approaches that are very helpful for exploring the structure in microarray data, such as the gene-shaving algorithm (Hastie et al., 2000), linear discriminant analysis (Dudoit et al., 2002; Guo et al., 2007), and nearest shrunken centroids algorithm (Tibshirani et al., 2003), have no equivalents for NGS data. Hierarchical Bayesian approaches (Gelman et al., 2003) provide a natural way of modeling the generative mechanism of NGS data and combine the hierarchy in the sampled population, uncertainty about the underlying model and unknown parameters, and prior experimental knowledge in a flexible and interpretable manner; these approaches are also extensible and modular. Because of the complex nature and massive size of NGS data, exact Bayesian inference becomes computationally intractable. Approximate Bayesian inference techniques in machine learning, such as variational inference
and expectation propagation (Bishop, 2006), provide a balance between theoretical and computational ideas to address the challenges in the Bayesian modeling of NGS data.

Recently, Srivastava and Doerge (2011) proposed a novel probabilistic approach for unsupervised modeling of high-dimensional count data, including NGS data. Their approach has two stages, and in the first stage they adapt the Latent Dirichlet Allocation (LDA) framework (Blei et al., 2003) and extend the Latent Process Decomposition (LPD) framework (Rogers et al., 2005) for modeling overall patterns in the high-dimensional count data. Specifically, the first stage of the extended LPD framework is a three-level hierarchical Bayesian model and employs the Poisson variational method from machine learning for parameter estimation, and then uses the estimated parameters in the second stage to extract feature-subsets using a permutation based method, namely the Gap algorithm (Hastie et al., 2000), from classical statistics. In NGS data applications, LPD obtains gene-subsets that explain a large portion of variability in the data, and that have similar expression patterns among the members of any gene-subset. The fundamental concept behind the modeling strategy is that a small fraction of genes, organized into groups, are responsible for a significant amount of biological variation. LPD is a special case of mixed membership models (Airoldi et al., 2005) and is more flexible than classical clustering methods, such as hierarchical clustering. Due to the biological motivation behind the model, LPD provides interpretable parameter estimates that other clustering-based approaches cannot.

As an adaptation of the LDA framework, the real power of the LPD framework lies in its extensibility, flexibility, and modularity. The LDA framework has been extended and studied
extensively in machine learning. These ideas can also be applied to and adapted to the LPD framework and to any other high-dimensional genomic data by simply modifying the distributional assumptions. The three most important and immediate extensions of the LPD framework are: \(i\). accounting for any biological annotation of the data such as treatment information or dependence between the genes because of known functional annotations (Blei and McAuliffe, 2007), \(ii\). accounting for correlation between the latent group memberships of genes (Blei and Lafferty, 2006), and \(iii\). modeling time-course experiments using multiple LPDs, with each LPD modeling NGS data at a particular instant of time during the course of the experiment, which naturally captures the exchangeability of genes and latent group memberships of genes at a particular time-point, but not across multiple time-points (Blei and Lafferty, 2006). LPD is implemented as an R/Bioconductor package (R Development Core Team, 2012) called themes (Srivastava, 2011) to facilitate its use by a broad audience.

4. Discussion

NGS technologies have emerged as the preferred approach for exploring both gene function and pathway organization. Although NGS technologies provide highly replicable data, facilitate novel discoveries, and have been used in a variety of applications, statistical design of NGS experiments and statistical methods used to analyze, estimate technical and biological variation, and test scientific hypotheses for NGS data are extremely important to draw reliable conclusions. The discreteness, complexity, and massive size of the data and technology-specific sources of bias, which are absent in other high-throughput data, pose non-trivial computational and
statistical challenges. Issues related to the statistical design of NGS experiments have been addressed, but the statistical methods for NGS data analysis are still under development (Young et al., 2012). Here, we have reviewed the important issues related to analyzing NGS data, to statistical methods for selecting genes suitable for further exploration, to visualization methods to check model assumptions and goodness of fit in the context of differential gene expression analysis, and to penalized likelihood and hierarchical Bayesian modeling approaches that explore the structure of NGS data. The results and modeling approaches are also applicable to any similar data from other sources. We have also outlined areas for further research in the analysis of these data, especially in the computational, statistical, and visualization aspects. The computational efficiency and scalability of the methods developed for NGS data will be extremely important as the sample size increases with decreasing cost of the technology and as projects such as, 1000 Genomes Project (Wang et al. 2008; Stein, 2010) take hold. Because of the discreteness, overdispersion, and zero-inflation of NGS data, it is essential to check the validity of model assumptions and goodness of fit. We also proposed extensions of visualization methods for model checking in the context of NGS data analysis. Further, hierarchical Bayesian methods provide a natural way of modeling the underlying latent structure of NGS data and help in the understanding of complex biological systems in an interpretable manner. It is also easy to extend these models to relax any unjustifiable assumptions. This flexibility comes at the cost of computationally inefficiency to obtain exact inference from NGS data; therefore, we used approximate Bayesian inference techniques in machine learning, such as variational inference and expectation propagation, as novel approaches that address the computational challenges in the analysis and Bayesian modeling of NGS data.
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